Rocnikovy projekt - zimny semester

Cielom tohto ro¢nikového projektu v zimnom semestri bol navrh, implementacia a
analyza r6znych metdd Monte Carlo integrdcie a taktiez ich debuggovanie.

Moja praca sa sustredila na tri hlavné oblasti:

1. Refaktorizacia a stabilizacia existujuceho kédu.

2. Debuggovanie a zabezpecenie reprodukovatelnosti vypoctov. Pridala sa sprava
seedu pre generator nahodnych Cisel, ¢o umoznuje presnu replikaciu
experimentov, a je kltucové pri identifikacii rozdielov medzi metédami opt a

3. Implementacia novej metddy rOpt (Randomized Optimized), ktora rozsiruje
moznosti adaptivneho vzorkovania.

Zo zaciatku projektu, sa moja praca zacala refaktorizaciou kédu a oSetrenim vstupov,
¢im sa minimalizovalo riziko chyb. Zasadnym krokom bolo neskor pridanie kontroly
nad inicializaciou generatora nahodnych Cisel (seed). Zavedenie reprodukovatelnosti
umoznilo izolovat vplyv ndhody pri testovani a exaktne analyzovat rozdiely v spravani
metdd opt a rOpt. Vdaka tomu bolo mozné efektivne ladit algoritmy a presne
interpretovat rozdiely v ich vyslednych Statistikach.

V rdmci projektu boli implementované a testované dve hlavné stratégie adaptivneho
vzorkovania

Metdda opt (Deterministicka optimalizacia)

Jej hlavnou ulohou je identifikovat dimenziu, ktord vdanom momente najviac
prispieva k celkovej chybe odhadu.

Mechanizmus vyberu: Algoritmus v kazdej iteracii prechadza Statistiky vsetkych
Cvarzj
Nj(Nj+1)
oznacuje aktudlny pocet vzoriek v danej dimenzii. Po identifikdcii tejto dimenzie jej
algoritmus prideli dalSiu vzorku. Tym sa snazi prioritne ,upratat” tie Casti vypoctu,

ktoré vykazuju najvyssi relativny rozptyl.

dimenzii a hlada index j, pre ktory je hodnota vyrazu maximalna, kde N;

Slabinou tohto pristupu je jeho determinizmus. Ak pociato¢né vzorky v niektorej
dimenzii ndhodne vykazu vysoky rozptyl, algoritmus sa na tuto dimenziu méze
neumerne zamerat, pricom zanedbad ostatné dimenzie, ¢o v kone¢nom dé6sledku
vedie k nie najviac optimalnemu vysledku.



Metdda rOpt (Randomizovana optimalizacia)

Metdda rOpt predstavuje rozSirenie deterministickej metddy opt o nahodny prvok,
ktory zmierfiuje negativne dosledky deterministického vyberu. Namiesto vyberu
dimenzie s maximalnou hodnotou kritéria sa pre kazdu dimenziu vypocita vaha w;.

Tieto vahy su nasledne pouzité na vazeny nahodny vyber dimenzie. Dimenzie s vy$Sim
rozptylom maju vyssiu pravdepodobnost, Ze budu vybrané, avsak vyber nie je striktne
deterministicky. V implementacii je tento vyber realizovany generovanim nahodného
Cisla z intervalu (0, ¥ w;) a naslednym vyberom dimenzie podfa kumulativnych vah. V
pripade, Ze je sucet vah nulovy (napriklad v pociatocnej faze vypoctu), algoritmus
bezpecne prechddza na uniformny nahodny vyber.

Na zaklade vykonanych experimentov a vizualizacie vysledkov pomocou grafov
hustoty pravdepodobnosti (obrazky priloZzené na dalsej strane) mozno konstatovat,
Ze metdda rOpt dosahuje stabilnejsie a presnejsie vysledky nez deterministicka
metdda opt.

Najvyznamnejsim prinosom tejto prace je navrh a implementdacia nahodnej
optimalizovanej metédy rOpt, ktora prekondva deterministicki metddu opt
predovsetkym z hladiska stability a robustnosti voci Statistickému Sumu.
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Obrazok 1: Metdda rOpt
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Obrazok 2: Metdda opt



