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rizuje výsledky práce. Mal by byť pochopiteľný pre bežného informatika. Nemal by
teda využívať skratky, termíny alebo označenie zavedené v práci, okrem tých, ktoré sú
všeobecne známe.
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Chapter 1

Background

In computer vision transparent objects are a problematic subject. They may have
indeterminate boundaries and end up imperfect on 3D scans due to reflection and
refraction of light.

To render transparent objects realistically we need to consider physical interactions
of light. Transparent materials behave differently compared to the opaque ones. Rays
of light coming through them create illuminated effects called caustics.

This happens also inside transparent fluid bodies (e.g. water) but we will only
focus on solid objects like bottles and glasses, which is referred to as mesh caus-
tics [Yang and Ouyang, 2021].

The chapter covers related issues, known solutions and available tools.

1.1 Rendering Techniques

In 3D, rendering is the process of transforming a virtual 3D scene into a digital image.
Rendering engines (renderers) use various methods to visualize a 3D scene and calculate
lighting. We outline the basic terms.

Offline vs Online Rendering

Offline rendering is sometimes called pre-rendering, since its result is an already finished
image, a render, that may have taken hours to create. Its main priority is photorealism
with accurate physical lighting. It is used in films and static images demanding high
image quality.

Online rendering is also called real-time or interactive rendering because of its high
performance. Its main goal is performance - online renders take only a few milliseconds
to make giving programs the ability to be visually interactive. It is used mainly in
games.

1
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Figure 1.1: Ray casting. The diagram depicts hit point intersections of view rays.
The hit point is shadowed if a shadow ray intersects an object on its way to a light
source. From Ray Tracing Gems by [Haines and Akenine-Möller, 2019].

Rasterization

TODO

A common implementation of online rendering is rasterization. It is a process of
rasterizing scene objects into pixels. The color of each pixel in the image is determined
by pixel shaders.

Rasterization is able to generate many frames per second. However, it is very
limited in producing accurate lighting.

Ray Casting

According to [Haines and Akenine-Möller, 2019], ”ray casting is the process of finding
the closest, or sometimes just any, object along a ray.” In computer graphics, ray
casting has many applications.

In the context of rendering, a ray is cast from the camera (also called the eye)
through a pixel in the image plane. This type of ray is called a viewing ray and other
times just a view ray [Glassner, 1989, Shirley et al., 2009, Haines and Akenine-Möller, 2019].

It travels until it hits the first object occluding the ray’s path. For the purpose of
shading the hit point, another ray can be cast into a light source to find out whether
the object is in a shadow. For a visualization see figure 1.1.
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Ray Tracing

Ray tracing is an implementation of offline rendering. Its history is well-documented
in the book Ray Tracing Gems by [Haines and Akenine-Möller, 2019].

The algorithm uses ray casting recursively to determine the color of each pixel in
the image plane. The recursion limit is set as a maximum number of light bounces. It
is the number of hit points (intersections) one ray can possibly achieve.

A light source shines rays (photons) in many directions. Only a few of them can
be caught by our eye and even then some may have taken an overly complex route.
Thus, it is reasonably more efficient to shoot rays from the eye into the scene. These
are guaranteed to hit the objects and other visible parts of the scene in our field of
view (FOV).

The recursion occurs in the intersections. After hitting a surface, child rays may be
cast to simulate reflection and refraction. The directions of child rays are determined
by the surface’s material. Each of these rays can also be tested for shadow occurrence.
When a ray reaches its limit, the color of the pixel is estimated by accounting the view-
ing ray, shadow rays and reflection and refraction rays [Haines and Akenine-Möller, 2019].
For a visualization see figure 1.2.

A more advanced implementation casts many rays per pixel to make the object edges
smoother, create soft shadows or effects like camera depth of field [Shirley et al., 2009].
This improvement has been proposed by [Cook et al., 1984] and is called distributed
ray tracing.

Spawning just one reflection ray from the hit point on a surface creates a mir-
rored reflection. To achieve a glossy look of shiny and polished materials, we must
spawn multiple rays in a conical shape around the hit point and blend their re-
sults [Haines and Akenine-Möller, 2019].

We need to realize that this process of ray tracing is reversed from the actual
physical behaviour of lighting. For a comprehensive explanation of the fundamentals
see the very first book about ray tracing [Glassner, 1989] and for more advanced and
current topics see [Haines and Akenine-Möller, 2019, Marrs et al., 2021].

Forward and Backward Raytracing

TODO

Path Tracing

Path tracing is built upon the ray tracing algorithm. It uses Cook’s sampling technique,
each pixel is traced many times to light it more accurately.

Furthermore, matte surface lighting is computed differently, matching real-world
behaviour. To compute reflection of a matte or a diffuse surface, reflections rays scatter
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Figure 1.2: Ray tracing. The diagram depicts how a view ray forms child rays. The
glass sphere as a translucent object reflects and refracts the rays, while the mirror only
reflects them. As a result, the solid box affects reflections on the sphere and the mirror
alike. From Ray Tracing Gems by [Haines and Akenine-Möller, 2019].

in all directions [Haines and Akenine-Möller, 2019].
When a ray hits this type of surface, a direction of a reflected child ray is chosen in

a precise way MONTE CARLO. The child ray may reflect again, spawning a new ray
recursively, until it finally reaches a light source. The more we repeat this process the
more accurate the radiance of a pixel will be.

The sequence of ray intersections from the eye to a light source is called a path,
thus the name path tracing. This style of rendering is credited to [Kajiya, 1986]. In
the book Ray Tracing Gems [Haines and Akenine-Möller, 2019] say, ”path tracing can,
with proper care, give an unbiased result, one matching physical reality.”

The Rendering Equation

The Cook’s and Kajiya’s rendering methods require a way to efficiently choose rays for
sampling. They use Monte Carlo Integration algorithm with probability density func-
tions, stochastically distributing rays of light to solve this issue [Haines and Akenine-Möller, 2019].
This technique has been called distributed ray tracing [Glassner, 1989].

Below is a transport equation in an energy-balanced form, in computer graphics
commonly referred to as the rendering equation [Haines and Akenine-Möller, 2019].

L0(P, ω0) =
∫
S2

f(P, ω0, ωi) Li(P, ωi) | cos θi| dωi (1.1)

L0 is the light leaving from surface point P in direction ω0. Function f represents a
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bidirectional reflectance distribution function. Li is the incoming light in direction ωi

calculated recursively. θi is angle between the surface normal and the incoming light
direction. [Haines and Akenine-Möller, 2019]

By integrating through all the light sources and objects, we get the resulting ray’s
radiance.

Now we can clearly see why is the ray’s color only approximated. The integral could
be hardly solved for each pixel so choosing the best ray paths is necessary.

Bidirectional Path Tracing

TODO

Photon Mapping

TODO

Photon Splatting

TODO

1.2 Caustics

TODO
Caustic is a curve of light caused by reflection and refraction of light shined on a

transparent or a translucent object [Yang et al., 2021]. Figure 1.3 shows an example
of caustic patterns usually seen under drinking glasses.

Physically-accurate simulation of caustics is computationally expensive and simple
rasterization rendering engines are not able to produce them. To simulate these effects
we need to trace light bounces and thus use a path tracing or a raytracing engine.

Caustics can be rendered in a simplistic way too with methods of faking the light
effects. However, to bridge the Sim2Real gap we aim to use hardware raytracing to
achieve more accurate illumination for real-time renders.

1.3 Unreal Engine

TODO
Unreal Engine is a popular game engine developed by Epic Games. It receives

regular updates oftentimes introducing state-of-the-art implementations of new features
leading the game industry’s technological progress.
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Figure 1.3: Example of caustics beneath drinking glasses. The reflected and refracted
light rays concentrate into patches of light with intense bright edges sometimes forming
cusp singularities. Rendered in LuxCoreRender.

It has a very large community consisting not only of game developers. With many
years of its existence, the engine has evolved to an enormous platform for digital content
creation which interests experts from various fields. Apart from making games it is
used for architectural visualizations, automobile design, product design, simulations
and films.

Nvidia’s NvRTX Branches

Nvidia tightly cooperates with Epic Games to enhance rendering capabilities and in-
troduce new features. Nvidia also implements its technologies into the engine such as
DLSS, Frame Generation, Reflex and NRD.

Most of the experimental Nvidia features are accessible inside their forked Unreal
Engine branch on GitHub. There is a specific branch for implementing caustics ren-
dering which we aim to explore. 1

1.4 Blender

TODO
Blender is a free open-source 3D program featuring tools for the whole 3D content-

creation pipeline. It has an API for python scripting, making it easily extendable. It
is cross-platform - runs on Linux, Windows and Macintosh.

1The Unreal Engine version we used is accesssible here.
https://github.com/NvRTX/UnrealEngine/tree/NvRTX_Caustics-5.2

https://github.com/NvRTX/UnrealEngine/tree/NvRTX_Caustics-5.2
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1.5 Related Work

TODO

There are multiple existing tools regarding real-time rendering of synthetic data
namely inside Unreal Engine. Its powerful rendering capabilities and ability to extend
features through plugins shows why it is a popular choice among computer vision
researchers.

SuperCaustics

This tool extends the Nvidia Unreal Engine Caustics 4.27 branch. Its purpose is to gen-
erate synthetic datasets of translucent objects with caustics. It is fully automated, gen-
erating random scenes in the editor and rendering them. [Mousavi and Estrada, 2021]

The tool is not functional, since the particular version of the branch cannot be
installed properly. It relies on downloading dependencies from a server with forbidden
access.

UnrealGT

UnrealGT is an Unreal Engine 4 plugin which provides the user with ability to generate
generic image datasets inside the editor. [Pollok et al., 2019]

It works only in Unreal Engine 4 and is not compatible with Unreal Engine 5 and
later versions because some game object classes have been refactored. That makes it
impossible to compile this plugin inside Unreal Engine 5.

UnrealCV

UnrealCV is also an Unreal Engine plugin which helps computer vision researchers
create synthetic data similarly as the previously mentioned works. Compared to the
ones above, it runs on versions up to Unreal Engine 5.2.

It operates through a set of console commands inside the editor, allowing interac-
tions with the virtual world. Alternatively, one can use their client API and connect
to the editor from an external program [Weichao Qiu, 2017].

EasySynth

EasySynth is an Unreal Engine plugin for generating synthetic datasets for machine
learning. It can export RGB, depth, normal and optical flow images. There is a tool
for object segmentation which allows to also generate semantic images.
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SynBin

A previous work explored possibilites of procedurally generating meshes inside Blender.
They proposed a pipeline for creating cardboard boxes with Geometry Nodes sys-

tem. These models served as synthetic data for training neural network to 6D pose
estimation task, which proved to be superior to previous attempts. [Kravár et al., 2023]
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