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Abstrakt

Neuronové siete mozu byt efektivne pouzité na tlohy spracovania obrazu so vstupnymi
2D a 3D datami. Pri spracovani $truktirovanych mracien bodov, trénovaci dataset
moze byt anotovany manualne, alebo synteticky vygenerovany. Pre tlohy lokalizacie
alebo klasifikacie objektov zabalenych v sackoch a balikoch, vieme pouzit parametrizo-
vany a textirovany model sacku, alebo fyzikdlnu simuléciu balenia do balicka na gen-
erovanie syntetickych trénovacich dat. Vygenerovany dataset vieme pouzit na odhad 6D

pozy, alebo na klasifikaciu sackov, pripadne na odhad norméal deformovanych balickov.

Kracové slova: syntetické data, parametrizované sacky, lokalizacia, klasifikacia



Abstract

Neural networks can be effectively used for image processing tasks using 2D and 3D
input data. When structured point clouds are processed, the training data can be
annotated manually, or synthetically generated. For the localization or classification
of objects bailed in bags and bundles, a parameterized and textured model of a bag
or a physically-based bundling simulation can be used to generate synthetic training
data. The generated dataset can be used for 6D pose estimation, classification of bags,

or normal estimation of deformed bundles.

Keywords: synthetic data, parametrized bag, localization, classification
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Introduction

The field of 3D computer vision and artificial intelligence has seen significant advance-
ments in recent years driven by the availability of large-scale datasets and powerful
machine learning techniques. One critical aspect of this progress is the availability of
high-quality 3D scans for training and evaluation. However, obtaining real-world 3D
scans can be challenging due to limitations in data acquisition, privacy concerns, and
cost.

In this thesis, we address the problem of synthetic 3D scan generation, focusing
on bags and bundles. Our main goal is to create a framework that generates realistic
3D scans of bags and bundles, which can be used for various applications, such as
object recognition, pose estimation, and scene understanding. Consecutively we will
evaluate the quality of the generated datasets using existing neural network for point
cloud processing, using metrics such as normal estimation, classification, or 6D pose

estimation.



Introduction



Chapter 1
Theoretical overview

As the use of artificial intelligence continues to grow each year, so does the interest in
automating tasks using neural networks. To tackle these tasks, various techniques are
being used, such as classification and 6D pose estimation from structured point clouds.

However, the availability of large and diverse 3D datasets presents a challenge.

Since the beginning of the deep learning era, the performance on many
computer vision tasks increased drastically. This is closely related to the
availability of large real-world datasets as for image classification, object

detection and segmentation, or autonomous driving. 8]

Creating datasets for such tasks can be complex and time-consuming. Techniques
like manual modeling or manual scanning of objects often lead to limitations in dataset
size and diversity of data. Consequently, training neural networks on real-world data
alone becomes impractical.

To address this limitation, we have developed a pipeline for synthetic 3D data
generation. Our pipeline produces an arbitrary number of 3D data samples, comple-
mented by 2D data annotations. These annotations include point clouds, depth maps,
RGB images, and normal maps. By leveraging synthetic data, we aim to enhance the
training and evaluation of neural networks.

In this chapter, we explore existing research in the field of synthetic data generation

and dive into the theoretical foundations of our approach.

1.1 Related work

Being able to calculate the 6D transformation from an object to the camera is cru-
cial in various applications, including the manipulation of objects using robotic arms.
This procedure is commonly referred to as 6D object pose estimation, which involves

determining the object’s location in 3D space and its orientation|?|.

3



4 CHAPTER 1. THEORETICAL OVERVIEW

In this thesis, our primary focus will be on constructing a robust pipeline for gen-
erating synthetic datasets of 3D bags to improve 6D pose estimation for bin-picking
tasks. We draw inspiration from related work that also employs similar techniques to
create synthetic 3D datasets, as seen in [9]. However, our approach differs in that it is

designed for 6D pose estimation of bags instead of boxes.

One of the largest publicly accessible datasets for object 6D pose estimation in
general is the Fraunhofer IPA Bin-Picking dataset[8]. This dataset consists of real-
world and simulated scenes with different objects and is fully annotated with 6D poses.
The dataset is generated using physical simulation, where various objects are generated
within a scene with random positions and orientations above a bin. Subsequently, these

objects are dropped into the bin, generating new random scenes.|7].

Our pipeline draws inspiration from both works mentioned and utilizes physical
simulation to generate random scenes. Pack models of various shapes and sizes are
created above a bin at random positions with random orientations and then dropped
into the bin.

1.2 Software Selection

Our choice of software for creating synthetic 3D models of bags focuses on the use
of Blender as our primary software tool. We've chosen to adopt Blender for several

compelling reasons.

Blender, as an open-source project, is driven by a dynamic community of contrib-
utors. A collaborative environment empowers individual creators to make both minor
and substantial code changes, resulting in continuous improvements throughout its de-
velopment. The availability of new features and responsive bug fixes makes Blender an

ideal choice for our 3D modelling.

Blender is designed to support the entire 3D pipeline, offering capabilities in rigging,
animation, simulation, rendering, compositing, motion tracking, video editing, and

even game creation.

Blender provides a robust Python API, allowing us to automate tasks and access
Blender’s functionalities via Python code. By utilizing Python scripting, we can create
custom workflows, automate repetitive processes, and customize Blender to our specific
needs. Furthermore, the Blender API enables the development of specialized plug-ins,

enabling us to customize the application.
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1.3 Blender enviroment

1.3.1 Blender API modules

The Blender API serves as a powerful gateway for users to manipulate various aspects
of Blender, such as scenes, meshes, particles, etc. Blender also features an embedded
Python interpreter that loads on the launch of the Blender application. One limitation
of the API is that only a single Blender file can be opened at a time. The Blender API
consists of various Python modules, such as bpy, mathutils, and bmesh.

The bpy module functions as the top level module within Blender’s API. It allows
users to perform operations that mirror actions available in the GUI version of Blender.
For instance, operations such as scaling, translation, applying modifiers, etc. Addition-
ally, developers can reveal the Python code behind these GUI operations in preferences
under the interface section. The bpy module also includes submodules such as app,
context, data, msgbus, ops, path, props, types, and utils[4].

The mathutils module[2]| equips users with mathematical tools for working with
vectors, matrices, colors, and other essential mathematical constructs.

The bmesh module[1] provides access to Blender’s internal mesh editing API. Its
features grant users access to Blender’s own mesh editing toolset. The user can utilize
operations such as split, separate, collapse, and dissolve and is provided with geometry
connectivity data. The bmesh module was designed to be nearly standalone, minimiz-

ing dependencies.

1.3.2 Geomtery nodes

This Blender tool leverages a node-based system for geometry manipulation, offering
flexibility and efficiency. If a geometry node tree is linked to a modifier, it is referred
to as a node group|3].

Within Blender, node groups are a pivotal feature of geometry nodes. They allow
us to simplify node trees and hide away any reusable or complex subtrees. From a
programmer’s perspective, a node group can be treated similarly to a function. It
encapsulates a set of nodes, allowing us to treat the entire group as a single node.
This abstraction simplifies complex or reusable subtrees, enhancing readability and
maintainability. Just like a function accepts input parameters and produces output,
a node group can define its own input and output parameters. Node groups are not
bound to a single node tree and can be reused across different node trees, promoting
consistency and reducing redundancy.

Blender allows nesting of node groups within other node groups. However, node

group can never contain itself, to prevent infinite recursion.
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Figure 1.1: An example of a node tree with inputs including object geometry, scale
matrix, rotation matrix, and translation matrix, all linked to a transform node. The

node tree outputs the transformed geometry.

1.4 Textures

In the world of computer graphics, textures are essential and one of the fundamental
techniques for enhancing the visual appeal of 3D objects. Textures serve as a powerful
technique to represent surface properties without delving into material or geometry
details. Instead of explicitly modeling every bump, scratch, or imperfection, we are able
to approximate material properties by simply using an image, which will approximate
a real-world material. By mapping texture onto our 3D model, we achieve a convincing
visual representation.

This technique is effective because, unless we need to look at objects up close or
require highly detailed realism, this approximation is sufficient. When we observe
an object from a distance or in motion (such as in animations), our eyes perceive the
overall impression rather than focusing on every detail. As long as the texture captures
the fundamental nature of an object, our brains fill in the rest.

By leveraging textures, we avoid modeling intricate geometry and complex mate-
rials. When rendering a scene, the geometry of objects can be represented as rough
polygonal models, and the material properties can be approximated using textures.
This approach can significantly speed up rendering, making it possible to create visu-

ally appealing content even in real-time applications.

1.4.1 Procedural textures

There are various methods for generating textured images. Manual creation involves
demanding work, where photorealistic textures can be developed by hand or by using
photographs. However, each approach has its limitations. Handcrafting textures can be
challenging, especially for materials that are difficult to replicate, requiring considerable
artistic skill. On the other hand using a photo as a texture may introduce biases in

lighting and curvature.
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Imagine generating a texture that seamlessly repeats itself, like a pattern. Texture
synthesis offers a solution, by creating textures from sample images to resemble the
input. This method is particularly useful for generating textures with repeating pat-
terns. One approach involves writing procedures to simulate material appearance. In
procedural synthesis, one commonly employed function is known as Perlin noise[10].

Procedural textures are defined mathematically, providing precise control over their
appearance. Leveraging this control, we can manipulate texture appearance using

parameters provided by procedural texture.

1.4.2 Texture mapping

One of the challenges of texturing involves mapping textures to object surfaces. It’s
important to decide how and where we want to apply the texture and then find a way
to map the texture with minimal distortion.

In 1974, Edwin Catmull made a significant contribution to computer graphics by
generating the first textured images, where surfaces were represented as parametric
patches. Each point on the 3D surface corresponds to a specific 2D point in parameter
space, represented by the coordinates (u,v). This 2D-to-3D correspondence allows us
to map a two-dimensional texture image seamlessly onto the 3D surface. By leveraging
the (u,v) parameters associated with any point on the patch, we can compute the
corresponding pixel location in the texture image|6].

However, there is a problem with this simple approach, as it will usually result in
aliasing artifacts. Therefore, it is important to use more complex sampling and filtering

methods.

1.4.3 Blender textures

Blender features a range of built-in procedural texture nodes. These nodes accept
texture coordinates and various parameters as input, producing a color or value as
output. Unlike traditional texture setups, no texture data-blocks are required; instead,
node groups can be employed for reusing texture configurations.

Some useful Blender texture nodes are[5| :
1. Image Texture Node - Applies an image is as a texture.

2. White Noise Texture Node - Returns a random number based on an input

seed. The seed can be a number, a 2D vector, a 3D vector, or a 4D vector.

3. Noise Texture Node - Evaluates a fractal Perlin noise at the input texture

coordinates.
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Figure 1.2: An example of UV mapping on a 3D cube in Blender. The left cube displays
incorrect checkerboard mapping with distortion, while the right cube demonstrates

correct checkerboard mapping.

4. Voronoi Texture Node - Evaluates a Worley Noise at the input texture coor-

dinates.

1.5 Noise
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) Blender Noise texture with relatively ) Blender Noise texture with more pro-

smooth patterns nounced patterns

Figure 1.3: Examples of noise textures generated in Blender. These noise textures are
created using the Noise Texture Node, which employs Perlin noise to produce a variety

of patterns and gradients.

a) Icosphere model without noise defor- b) Icosphere model with noise deforma-

mation tion

Figure 1.4: Comparison of icosphere models with and without noise-based displacement

mapping using Blender Noise Texture
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Chapter 2
Concept

In this chapter we look at theoretical approach and design of our pipeline. We describe
parameters of our parametric 3D models, textures and our approach of generating new
3D models.

2.1 Bags and parameters

2.1.1 Parametric three side seal pack

Package parameters:
e X Size: Dimension of the package in the X-axis

e Y Size: Dimension of the package in the Y-axis

Z Size: Dimension of the package in the Z-axis

Left Margin Size: Width of the left margin

Right Margin Size: Width of the right margin

Top Margin Size: Height of the top margin

Top Corners Angle: Roundness angle of the top corners

2.1.2 Parametric doy pack

Package parameters:
e X Size: Dimension of the package in the X-axis
e Y Size: Dimension of the package in the Y-axis

e 7 Size: Dimension of the package in the Z-axis

11
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e Left Margin Size: Width of the left margin

e Right Margin Size: Width of the right margin

e Lower Top Margin Size: Height of the lower portion of the top margin
e Seal Strap Size: Height of the seal strap within the top margin

e Seal Strap Protrude Size: Width of the seal strap extending beyond the top

margin
e Tear Strap Size: Height of the tear strap within the top margin

e Tear Strap Protrude Size: Width of the tear strap extending beyond the top

margin
e Tear Strap Indent Size: Width of the indent in the tear strap of the top
margin
2.1.3 Parametric pillow pack

Package parameters:

e X Size: Dimension of the package in the X-axis

e Y Size: Dimension of the package in the Y-axis

Z Size: Dimension of the package in the Z-axis

Top Margin Size: Height of the top margin

Bottom Margin Size: Height of the bottom margin

2.1.4 Parametric four side seal pack
Package parameters:

e X Size: Dimension of the package in the X-axis

e Y Size: Dimension of the package in the Y-axis

Z Size: Dimension of the package in the Z-axis

Left Margin Size: Width of the left margin

Right Margin Size: Width of the right margin

Top Margin Size: Height of the top margin

Bottom Margin Size: Height of the bottom margin
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2.2 Pipeline Workflow

Our pipeline will comprise of four main parts:
e Parametric package creation
e Package deformation
e Package texture generation and texture mapping

e Rendering scenes after physical simulation with packages

2.2.1 Model configuration

Our pipeline will be implemented as a Python script utilizing the Blender Python
API. All parameters for the parametric models will be loaded from a JSON configura-
tion files, where the user inputs descriptions about the models and script settings.The

configuration file will consist of the following parameters:

e Load data folder path: The path to the folder where the initial models are

stored

e Save data folder path: The path to the folder where the output models will
be stored

e Save blender file: A boolean value indicating whether to save the Blender file

for debugging purposes

e Export PLY: A boolean value indicating whether to export the models to the
PLY format

e Export STL: A boolean value indicating whether to export the models to the
STL format

e Export OBJ: A boolean value indicating whether to export the models to the
OBJ format

e Package types: A list of package types to be used

e Package quantity: A list of the desired quantities of output deformed models
(the index of a model in the Package types list corresponds to the index in the
Package quantity list).

The second JSON configuration file will comprise of model objects with the following

parameters:
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e Materials: A list of materials available for the generation of new objects
e Textures: A list of textures available for the generation of new objects

e Objects geometry parameters: A list of all available parts of the objects that
are parameterized, with range values representing the maximum and minimum

sizes to choose from when generating objects

2.2.2 Parametric package creation

At the beginning, we will design parametric models of 3D packages using one of two
methods. The first method involves leveraging geometry nodes to design parametric
packages. This approach surpasses manual modeling because it allows for easy cor-
rections by adding, removing, or adjusting nodes within a node graph tree. However,
there is a downside to using geometry nodes because setting up the node tree takes
longer than manually designing the object.

The second method is hand modeling, which is quicker than using geometry nodes
but less precise. During hand modeling, we need to be mindful of the mesh structure,
as the final mesh needs to be suitable for unwrapping and texture mapping later in the
process. Additionally, all parametric components of the mesh should be selected and
pre-saved into separate vertex groups for later access.

We will explore both methods as potential options for generating our dataset of

packages.

2.2.3 Package deformation

In this study, we will utilize noise to deform 3D models through displacement mapping
techniques. Specifically, we will investigate the use of the Noise Texture Node in
Blender, which employs Perlin noise to create these deformations. Additionally, we
will examine the Image Texture Node, which allows an image to be used as input
for texturing purposes. Furthermore, we will explore an experimental method that
involves interpolating between pre-made deformed models using linear interpolation to

generate new displacements.

2.2.4 Package texture generation and texture mapping

For texture generation, we will employ three distinct methods. The first method in-
volves using Al generators to create diverse textures tailored to our models. The second
method consists of scanning real-world packages and manually creating textures based
on these scans. The third approach involves manually designing textures using com-

puter software.
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We will return to the Blender geometry node tree of our model and map the textures
to our models using the available geometry nodes. This process involves integrating
the texture nodes within the geometry node network to ensure that the textures are

accurately and seamlessly applied to the 3D models.

2.2.5 Rendering scenes after physical simulation with packages

As a result, we will use our deformed models and simulate dropping them into a bin
using a physical simulation. We will then render this randomly generated dataset
using a pre-made renderer. The physics engine, along with all bins and the renderer, is
already pre-made and is not within the scope of this thesis. The output of this pipeline
will be a dataset of parameterized 3D package models, including point clouds, depth

maps, RGB images, and annotations with 6D poses.
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