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Introduction

TODO These days, there are many many different frameworks, libraries, languages as
well as other .... Each of these tends to define their own rules, syntaxes, procedures
and other limitations and restrictions. Thus if we want to visualize the architectures
in which these components are used, we must first define a common abstraction <cite
visualization book> by which we will be able to understand and define them, let us
therefore start with basics ... module, module’s interface, API

Unify format of titles -> i.e. decide between Good Title and Good title
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Chapter 1

Knowledge base

In this chapter, we will establish the knowledge base for the discipline in which this
work is taking place. We will begin by looking at software architecture and the ways in
which it influences software development. We will then continue with the main subject
of this work, which is architecture recovery. Followed by a short dive into architecture
visualization and finish with a introduction into the toolkit we will be improving, called
Cinderella.

1.1 Software architecture

1.1.1 Definition

Software systems are abstract and intangible. They are not constrained by the proper-
ties of materials, nor are they governed by physical laws or by manufacturing processes.
Because of the lack of physical constraints, they can quickly become extremely complex,
difficult to understand and expensive to change [31].

The goal of software architecture is to lower the complexity, ease the understanding
and lessen the expense of change in software systems by providing a blueprint to the
system. A software system’s architecture is the set of principal design decisions made
about the system [32]. An Architectural Design decision is a notion which encompasses
all architecturally relevant aspects of the system under development. These include
[32]:

• Design decisions related to system’s structure.

• Design decisions related to functional behaviour.

• Design decisions related to interaction.

• Design decisions related to the system’s non-functional properties.
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• Design decisions related to the system’s implementation.

By providing such a blueprint for the system, we will lower its complexity, as all
interested parties will now have the opportunity to observe said system from a higher
level of abstraction and recognize otherwise obscured connections and relations. We
will ease the burden of understanding by showing the initial idea behind this system
together with its evolutions. Lastly we will lessen the expense of any potential changes
required on the system by highlighting all the important points where these changes
will need to take effect.

The form which components of this blueprint take varies, but a noteworthy part is
often devoted to architectural styles and patterns. Architectural styles are designed to
capture knowledge of effective designs for achieving specified goals within a particular
application context. An architectural pattern is a named collection of architectural
design decisions that are applicable to a recurring design problem, parametrized to
account for different software development contexts in which that problem appears
[32]. These both serve as the common knowledge base shared among all who come
in contact with said blueprint and enable them to communicate on a higher level of
abstraction.

1.1.2 Architectural styles

An important pillar of modern software architecture is the use of architectural styles in
software architecture [7, 3]. An architectural style defines a family of related systems,
typically by providing a domain-specific architectural design vocabulary together with
constraints on how the parts may fit together [18]. This vocabulary is of great benefit
to architects, who can use it to easily describe highly abstract concepts. Also to
developers who often understand how a system described by this vocabulary should
be implemented and can access countless resources related to this topic. And lastly
to testers who can get an idea of how the implementation will look without inspecting
the code, as well as many others. Another great benefit of styles is presented in their
modularity, they define a set of systems, which may, if implemented correctly, be
reused in multiple independent systems at little cost. Examples of architecture styles
range from the very generic, such as client-server and pipes-filters [29], to very domain-
specific, such as NASA’s Mission Data Systems style [11] and the IEEE Distributed
Simulation Standard [19].
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1.2 Software architecture recovery

1.2.1 Motivation

One great struggle which often arises in big software systems, comes from their ten-
dency to relentlessly evolve. This phenomenon is often refereed to as design drift -
implementation of new and new requirements has changed the system so much, that
its original architecture and design are almost impossible to recognize [23] - and is in
concordance with Lehman and Belady’s laws of software evolution [21].

The issue of design drift is exacerbated by the often non-existent or limited state of
documentation. Its absence limits not only the understanding of system in its current
state, but also of the design decisions taken during its development. Another problem
arises from a high rate of turnover among information technology professionals, who,
more often than not, carry away with them essential knowledge of the inner system’s
workings which can hardly be replicated even in a throughout documentation [22].

The ability to understand the underlying architecture of a software system is es-
sential for all activities related to the system, these include:

• Implementation of new requirements. Most new or changed requirements require
some changes within the system it-self. Even if the system we are changing is
well tested and maintained, such changes are riddled with risks in unforeseen
forms if their author does not understand the system’s architecture and grasp
the potential impacts of his actions.

• Reuse of a software system or its components. Often it is much easier, or even
essential, to reuse an old system rather than develop a new one. This is often a
monumental task, which requires a lot of effort and for it to be successfully an
overview of where any potential problems may arise and where the two systems
should be connected is paramount.

• Software system’s maintenance. The effort and cost of a software system’s main-
tenance often dominate the activities in a software system’s lifecycle. Under-
standing and updating software system’s architecture presents a critical facet of
system’s maintenance, as it often helps the system’s maintainer to identify and
resolve any problems within hours or days rather than weeks and months [13].

1.2.2 Definition

Architecture recovery represents the process of building architectural models from sys-
tem’s artifacts [13]. In this case, a system’s artifact is a sparsely defined concept and
represents any important piece of information which can be extracted from a system
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to help in the recovery of its architecture. This can be a reference to class in code, an
import of an external library, an architectural pattern used in the system, a specific
behaviour observed during its execution, an issue reported by a user of the system or
even an email between two of the system’s developers [17].

Architecture recovery is thus composed of two steps, first comes the extracting of
system’s artifacts from source code, documentation, issue tracking system, communi-
cations and many others [17]. When enough artifacts have been extracted, we must
focus on the second step, which consists of using these artifacts to produce estimations
of a system’s architecture.

Often a major role in the first step is assigned to code analysis. A source code is an
inseparable part of every system and within it’s lines is hidden the truest approximation
of said system’s architecture. Analysis of this kind can be divided into two groups [8, 36]

• Static analysis, in this case the analysis is focused on the written code itself. Var-
ious parsers and other more complex tools can be used to extract the system’s
class structure (in case of OOP systems), interactions between classes, technolo-
gies used by the system and many other architecturally important artifacts.

• Dynamic analysis, this option is focused on the execution of the system itself.
The system’s runtime behaviour is examined and artifacts are collected. Among
these are low level details, such as function call stacks and values of variables
at different points of execution, together with higher positioned data about the
system’s performance and memory usage.

One approach often investigated in the second step, is the attempt to produce a
decomposition of the system [34, 1, 8, 33, 22]. Here, the goal is to divide a complex
system into smaller more understandable parts, which may represent modules, compo-
nents, or other architecturally relevant groupings. Such division, if correct, is highly
valuable for the purpose of recovering architecture, as it enables us to divide the vast
quantities of data into smaller more easily understood chunks [34].

Extraction of system’s artifacts will not be explored further here, as this theme will
be revisited in section 2.1, but we will expand upon system’s decomposition, as this
subject will be important to our later work.

1.2.3 System decomposition

The goal of decomposing system into smaller, architecturally relevant pieces, is one
which has been investigated quite diligently [13]. Many different approaches have been
suggested, implemented and tested [1, 22, 33]. Quite a few different categorisations of
these approaches have also been invented and explored [17]. Among these, a distinctive
example is presented by the Knowledge based vs a structure based approach.
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A knowledge based approach is one build upon a understanding of what different
pieces of source code, or even entities on a higher level of abstraction, do and how
they behave. This knowledge is obtained from reverse engineering techniques, system’s
documentation as well as other sources. And is utilized during the decomposition of
the system into parts which, together, are in alignment with some architectural style
or idea [33].

In the structure based approach, one utilizes syntactic interactions (e.g. method
calls or invocations) between entities and treats the system’s decomposition as a op-
timisation problem, where the goal is to achieve the best values of cohesion, coupling
and other factors relevant to the modular design of a system [33].

The last definition we need to establish, is the definition of architectural groupings
into which the system will be decomposed. There are quite a few definitions to choose
from and for the purposes of this work we will choose to define component and module.

A component is a software implementation that can be executed on a physical or
logical device. A component implements one or more interfaces that are imposed upon
it. This reflects that the component satisfies certain obligations. These contractual
obligations ensure that independently developed components obey certain rules so that
components interact (or can not interact) in predictable ways, and can be deployed into
standard build-time and run-time environments [2].

D.L. Parnas, who developed the concept of modular programming, first defined
module in [26] as A well-defined segmentation of the project effort, where each task
forms a separate, distinct program module. At implementation time each module and
its inputs and outputs are well-defined, there is no confusion in the intended interface
with other system modules. At checkout time the integrity of the module is tested
independently; there are few scheduling problems in synchronizing the completion of
several tasks before checkout can begin. Finally, the system is maintained in modular
fashion; system errors and deficiencies can be traced to specific system modules, thus
limiting the scope of detailed error searching. Later in the same paper [26] he states
that modularization of larger systems should be based on the principle of information
hiding, defined by him as: Every module is characterized by its knowledge of a design
decision which it hides from all others. Its interface or definition was chosen to reveal
as little as possible about its inner workings. Later definitions concur with this idea: A
module is a unit whose structural elements are powerfully connected among themselves
and relatively weakly connected to elements in other units. Clearly there are degrees
of connection, thus there are gradations of modularity. [4].

Thus, the difference between module and component seems obvious. Modules deal
with code packaging and the dependencies among code, while components deal with im-
plementing higher-level functionality and the dependencies among components. Com-
ponents need their code dependencies managed, but they technically don’t need a
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module system to do it. [15]

1.3 Software architecture visualization

1.3.1 Definition

In [28] a systematic literature review has been made on the subject of architecture visu-
alization techniques. In this study, the concepts of software visualization and software
architecture visualization have been defined, two viewpoints have been identified, four
types of visualization techniques have been recognized and ten categorizations of pur-
poses have been characterized. We will now briefly touch upon each of these subjects
and expand on those which relate to this work.

The practice of software visualization is defined as a visual representation of artifacts
(such as requirements, design and program code) related to software and its develop-
ment progress [10]. The practice of software architecture visualization is defined as a
visual representation of architectural models and some or all of the architectural design
decisions about these models [32].

Thus the difference between software visualization and software architecture visu-
alization can clearly be defined by the level of abstraction on which each operates.
Software visualization concerns it self with elements and behaviours closer to the ac-
tual implementation and codebase (e.g. within a component). Software architecture
visualization works on a higher ’architectural’ level, where behaviours and elements
on the system’s scale are considered (e.g. between components). An example of such
consideration is the decomposition of a software system’s architecture into layers, com-
ponents or slices in a structural viewpoint, which is something we will also attempt.
In this thesis, we will be working on the architectural level of abstraction and will thus
be delving more deeply into the practice of software architecture visualization rather
than that of software visualization.

Two distinct viewpoints of software architecture are also presented in [28]:

• First there is the structural viewpoint, which expresses software architecture with
components and connectors and considers it as a high-level software structure of
a system [5]. In other words this view focuses solely on the end products of a
system and shows the system’s architecture as viewed by someone who had no
part in creating it.

• Second is the decisional viewpoint, its goal is to consider the decisions made
during the process of creating and evolving architecture and to define software
architecture as a set of these decisions together with their rationale [16].
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The decisional viewpoint often requires more than just the implementation related
artifacts (e.g. emails, artifacts from issue tracking system, ...) which we will target
in our work and thus we will not investigate this viewpoint further. The structural
viewpoint on the other hand, will be employed extensively as it collides with our goal
of extracting architecture using a static analysis of the system.

Four types of visualization techniques are further declared in [28], an example of
each can be seen in figure 1.1.

• The graph-based visualization technique (figure 1.1a) used nodes and links to
represent the structural relationships between architecture elements. This tech-
nique is best used with big quantities of inputs as it puts more emphasis on the
overall properties of a structure, rather than the type of each node.

• The notation-based visualization technique (figure 1.1b) uses nodes and links
to represent the architectural elements themselves, unlike in the graph-based
technique, the emphasis is given to the type of each node rather than the structure
between them. This technique encompasses multiple modelling techniques among
which are UML (unified modelling language) and archimate, both of which we
will revisit later.

• The matrix-based visualization technique (figure 1.1c) often acts as a comple-
mentary representation of a graph. It can, for example, provide complementary
information about the connections between graph’s nodes when the graph is too
large or dense for these to be shown.

• The metaphor-based visualization technique (figure 1.1d) uses familiar physical
world contexts (e.g., cities) to visualize software architecture entities and their
relationships. The use of methaphors makes the visualization process particularly
intuitive and effective.

All of these techniques have their benefits and drawbacks as well as a type of
information for which they are best suited. For our purposes we will focus mainly
on the notation-based visualization technique, as it will be our goal to decompose the
system into smaller parts and this technique will enable us to smoothly transform
these parts into visual elements. We will also briefly touch upon the matrix-based
visualization technique to visually compare greater amounts of data.

Lastly, in [28] there are also categorized ten purposes of using visualization tech-
niques in software architecture. All of these categories can be seen in figure 1.2, we
will expand only upon the ones relevant to this thesis.

Category 2 Improve the understanding of static characteristics of architecture. Static char-
acteristics of a software architecture do not change with execution of a system.
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(a) Graph-based visualization [6]. (b) Notation-based visualization [35].

(c) Matrix-based visualization [9]. (d) Metaphor-based visualization [25].

Figure 1.1: Examples of visualization techniques defined in [28]

This means, that we are visualizing traits which can be deduced solely from static
analysis of said system and can therefore also be deduced from system beyond
the point of buildability or runnability. As such systems are among the main
targets of the cinderella toolkit, this will be one of the main purposes behind our
visualization.

Category 3 Improve search, navigation and exploration of architecture design. One of the
goals behind the cinderella toolkit, is to extract and present as much architec-
turally relevant data as possible, this means that we will be often working with
data on different levels of abstraction and in differing contexts. When working
with such amounts of data, it is essential for it to be organized and navigable.

Category 7 Provide traceability between architecture entities and software artifacts. If we
were to massively simplify architecture recovery into one main goal, the goal
would be to take a software system, find its architecturally relevant artifacts and
devise the system’s architecture out of these artifacts. One of the products of
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Figure 1.2: Categorization of the purposes for using visualization techniques in software
architecture [28]

this process are the links between architecture’s entities and software system’s
artifacts. The traceability is therefore quite easily obtained and the only hard
part will be its visualization.

Category 8 Improve the understanding of behavioural characteristics of architecture. As with
dynamic architecture analysis, the behavioural characteristics of an architecture
are best observed during the runtime of a system, which is not something we will
have available. Sometimes it is however also possible to find these characteristics
in a static analysis (e.g. when a library whose behavioural characteristics are well
known) and it would be a waste to ignore them. Thus this will not be a purpose
with high priority but it will still belong among our purposes.

1.3.2 UML

We will now explore some of the technologies which we will be using for the purposes
of software architecture visualization, starting with the Unified Modelling Language
(UML). UML is a general-purpose visual modelling language, whose objective is to
provide system architects, software engineers and software developers with tools for
analysis, design and implementation of software-based systems as well as for modelling
business and similar processes [24]. UML tries to fulfil this objective by using a wide
range of diagrams, each with predefined scope and general purpose.

We have chosen UML for the purposes of our word due to its wide spread availability
and usage, together with its great versatility. However, precisely due to this versatility,
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we will be using only a small subset of the diagrams described in the UML standard, as
many of the others are intended for purposes outside of the scope of this work. Thus,
for our purposes, we have chosen to use the class and component diagrams.

• The main constituents of a static view of a system are classes, their relationships
and various kinds of dependencies between them. A class diagram is a graphic
presentation of a static view of a system, it is capable of representing and de-
scribing the system’s classes, their contents and relations among them [27]. An
example of such diagram can be viewed in figure 1.3.

• A component diagram shows the component based view of a system, it takes the
software units out of which the system is constructed, puts them into a model
and connects them based on their mutual dependencies [27]. An example of this
diagram can be seen in figure 1.4

Figure 1.3: Example of a UML class diagram from [27]

Both of these diagrams are designed to show a static view of a system or its seg-
ment(s). The difference between them is in the level of abstraction on which they
operate. Class diagram focuses on a level near source code and classes represented
within it, while component diagram works on a much higher level with components
and is often capable of showing the whole system in one diagram. Classes and com-
ponents are both artifacts related to our work. Classes are already available for us
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Figure 1.4: Example of a UML component diagram from [27]

from the cinderella toolkit and extracting components is one of the goals of this thesis.
Thus, both of these diagrams are ideal for our software architecture visualization.

1.3.3 Archimate

Archimate is an enterprise architecture modelling language which supports the descrip-
tion, analysis and visualization of architecture within and across business domains in
an unambiguous way [20]. As with UML, the scope of this language reaches way be-
yond what we are and will be able to recover. We will thus have to approach this
language as we have approached UML and pick the parts we will be able to use.

The full framework of the Archimate modelling language can be seen in figure 1.5,
it is composed out of six layers and four aspects. From these, the strategy and business
layers are beyond what we aim to recover, application and technology layers will be the
main layers used in this work, physical layer may also be touched upon, but if, then
only briefly and the Implementation and Migration layer is also beyond what we aim
to recover. From the aspects, recovering information which would enable us to use the
motivation aspect would require a different type of analysis, so we will not use that
one, we will however have a use for active structure and behavioural elements from the
application layer, together with passive structure elements from both application and
technology layers.
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Figure 1.5: Full Archimate framework, from [14]. Green dots represent elements we
will be using, yellow ones represent elements we may use and red dots are elements we
will not use

• The application layer elements are typically used to model the application archi-
tecture that describes structure, behaviour and interaction of the application of
the enterprise [14]. These are thus the elements which deal with the system it
self, they can talk about its components, its interfaces, its processes... most of
which represent the artifacts which we aim to recover. The application layer will
be one of the main pillars of our visualization.

• The technology layer elements are typically used to model the technology archi-
tecture of the enterprise, describing the structure and behaviour of the technology
infrastructure of the enterprise [14]. Technological artifacts can sometimes prove
to be quite difficult to recover, as each technology likes to have its own specific
syntax, rules, behaviour... An architecture recovery tool must therefore be aware
of these specifics to be able to recover them. Fortunately, one of the goals of the
cinderella toolkit is to try and recover just such artifacts and we will thus have a
use for this layer as well.

• The physical layer elements are intended for modelling of the physical world [14].
Recovering artifacts related to the real world composition of a system, requires a
very specific type of analysis which may only be applied to some systems. Such
analysis will not be a part of this thesis, but we may encounter some artifacts
which may hint at the state of real world infrastructure and may then have a use
for this layer.
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Chapter 2

Previous work

In this chapter we will explore a variety of previous works which contribute to the
subjects of architecture recovery and architecture visualization.

2.1 The Cinderella toolkit

TODO -> revisit extraction of artifacts -> see section about architecture recovery
Unlike many other tools, the cinderella toolkit concerns it self not only with source
code, but focuses on many other artifacts

2.2 Architecture Recovery

2.2.1 Modular Moose

2.2.2 Architecture Recovery Using Cluster Ensembles

2.3 Architecture Visualization
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Chapter 3

Research

Often, when we are trying to achieve some great goal, our path to this goal is littered
with small steps and tasks which must first be fulfilled if we are to reach this goal. So
it often is with architecture recovery and so it will be with this work. For us to be able
to automatically or semi-automatically extract some architecturally important piece
of information from a big software repository, we must first be able to grasp precisely
what this piece of information is, how it should be and how it can be represented in a
repository, out of what parts it is composed and how these can in turn also be detected.
The following sections will describe my attempts at applying this process to various
software repositories. We will talk about N different methods, which I have modified
or created to assist this goal. Each method will be composed of the initial idea behind
said method, the implementation of this idea and conclusions about its usage.

TODO -> talk about methods -> always mention one method, tell about it as
follows:
idea behind the method
implementation of said method
conclusions about the benefits or fallbacks if this method -> also mention benefits for
developer and architect

please note that the aim with the following methods was to explore the possibilities
of that direction of research and not make a exhaustive research of said subject, thus
their ideas often clash with imperfect understanding and their implementations are
incomplete

3.1 Few Minor Methods

Here we will talk about a few methods more minor of nature and not deserving of a
full section
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3.1.1 Obtaining Interclass References

java_se_references

class A extends Reference1 implements Reference2 {
Reference3 f() {
}

};

Listing 1: add full input, say that it was used for testing references.

3.1.2 Exporting of trees into archimate

export-tree2archi

3.1.3 Analysis of Java Jar Files

jar-manifes-json

3.1.4 Abstraction Level

draw some pictures/show statistics

3.2 Modular decomposition

3.2.1 Idea

3.2.2 Implementation

3.2.3 Conclusions

i.e. modules (orange will also be mentioned somewhere in here (depending on viability
of genetic algorithms it may get its own section))

Two different approaches to modular decomposition -> optimization problem ap-
proach (trying to get the highest values of some metrics) and comprehension driven
approach (trying to understand the goals of said software as much as possible and
clustering based on that (pattern driven approach) Tzerpos)

it seems that there are two distinct approaches towards software modular decom-
position (see above) ... both have ups and downs, both are valid. I have choosen to
attempt to improve the second approach, as the tool I am working with gives me great
amounts of different small facts, which may help me to achieve this goal -> nevermind
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we are trying to combine both of these goals -> cohesion+coupling for the first and
homogeneous factor + ? for the other one

Another interesting point related to the two approaches is that, the main goal be-
hind us decomposing a software system will play a significant role in choosing which
one is better for us, i.e. if we have a software project and want to refactor and improve
it, then the optimisation approach is ideal as it will give us the perfect modular decom-
position as defined in ... (the book where module is defined). If we however wish to do
what I aim to do in this work and try to understand the original architecture and intent
of some software project, then the comprehension approach seems more benefitial.

The trouble with treating the modular decomposition as a optimization problem is
that while we may be able to get the best combination of cohesion, coupling, modular-
ization quality and other aspects. This ideal solution may not be very reflective of the
actual intended architecture of a software project, as these measures were not really the
main concerns of its creators (related to https://onlinelibrary.wiley.com/doi/epdf/10.1002/smr.2408
)

3.3 Design structure matrix

3.3.1 Idea

[12]
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3.3.2 Implementation

3.3.3 Conclusions

3.4 Archimate API

3.4.1 Idea

3.4.2 Implementation

3.4.3 Conclusions

3.5 File diversity chart

3.5.1 Idea

3.5.2 Implementation

3.5.3 Conclusions

3.6 File descriptors as genomes

3.6.1 Idea

In bioinformatics, a sequence alignment is a way of arranging the sequences of DNA,
RNA, or protein to identify regions of similarity that may be a consequence of func-
tional, structural, or evolutionary relationships between the sequences. citation from
wiki, find some better one and use it

From my not so great understanding of this subject consider changing this, the
science surrounding genomes often concerns it self with their comparisons and with
obtaining insights based on these comparisons and their similarity. For the purposes
of architecture recovery, this is a very interesting concept. If we were able to describe
each file in a software repository with some simple descriptors, whose purpose would
be to talk about that file’s behaviour and aspects, then we might be able to apply the
techniques and methods from the field of genome science to come to some conclusions
about the architecture, which these files represent. Alternatively we might be able to
define a genome for some specific architectural concept (e.g. a database component)
and have a simple way of looking for it in the code.

In fact, this is something which cinderella is already capable of producing. We have
detectors, small and simple bash scripts, whose only purpose is to collect small pieces
of information about each and every file and save them in a format which can be easily
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accessed by cinderella’s developers.

3.6.2 Implementation

The first task, which must be addressed is choosing what type of information we will
be putting into our genome. Our goal here would be for the genome to be as specific
as possible, but at the same time we are only really interested in architecture related
pieces of information and even these we would like to keep at a reasonable level, so
that less important facts do not overwhelm the more important ones and thus mess
with our calculations. With this in mind, when choosing the descriptors for each file,
we will look at general detectors, important keywords, technologies and languages used
in this file.

The next task, will be to choose the format of our generated genome. The FASTA
format <citation or definition>, which we will be using for this purpose, states that
each letter of its sequence represents a code for nucleotide or a amino acid <citation>,
but since there are only 26 letters available in the alphabet, it is not viable for us
to use such codes for our descriptors. It would also not be very beneficial to try to
encode our descriptors using 2 or 3 letters, as the only result it would bring, would be
to complicate the implementation. The correct solution thus seems to be, to use the
descriptors as they are (without special characters).

We now have a set of descriptors, each of which is in a format acceptable by FASTA,
and we have to decide how to join them into a single genome. There is a variety of
options for how this could be done, but in this case the simplest option seems to also
be the best. We will simply join these descriptors in a predefined order into a string
and pronounce it to be a genome representing a file. For example a file from the
jasperreports <Citation> project, called CalendarUnit.java would be described by
the relevant descriptors in listing 2

From this, we would next generate the genome in listing 3 <Citation or definition
of FASTA> also mention that it is in FASTA.

Thus generated genomes will then be sent to a tool called Clustal omega. Clustal
omega is the latest instalment of the Clustal family of programs and can be used for
performing fast and accurate multiple sequence alignments (MSAs) of potentially large
numbers of protein or DNA/RNA sequences [30]. Or in other words, this is a tool
which is widely used in the world of bioinformatics for its reliability as well as other
great attributes. It can create alignments of genome sequences, clusters of genomes
and a phylogenetic tree, all out of the genomes we put into it. The obvious course of
action therefore, is to do just that, put all our genomes into it, and see what comes
out.

First we will look at the clusters generated from these genomes, as this is a theme
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{
"file": "jasperreports/src/net/sf/jasperreports/types/date/CalendarUnit.java",
"detectors": [

"_ANY",
"git_tracked",
"__jasper",
"contains_copyright",
"jasper_api_jasperreports",
"java_type_enum_public"

],
"KEYWORDS": [

"Source Control Tracked File",
"Framework/Product",
"Documentation",
"Ownership",
"API/Technology usage",
"Programming Language"

],
"TECHS_FMWKS_uniq": [

"JasperReports"
],
"LANGUAGES": [

"Java"
]

}

Listing 2: Relevant descriptors for a file called CalendarUnit.java in json format.

>jasperreports/src/net/sf/jasperreports/types/date/CalendarUnit.java
ANYGITTRACKEDJASPERCONTAINSCOPYRIGHTJASPERAPIJASPERREPORTSJAVATYPEENUMPUBLIC

Listing 3: genome created from relevant descriptors, in FASTA format.

with which we have already some experience as well as results to compare these to. If
we are to use these clusters, we must first understand what precisely they represent
and for that we must figure out what Clustal omega has done to generate them. From
our point of view, it has taken all the files we have provided it with and divided them
into clusters based on the string similarity of their genomes. This might sound like a
quite simple process, but the great advantage and the reason why we are using Clustal
omega, is that it not only compares strings and parts of strings, but it also takes subsets
of each string and tries to find them new places, together with many other comparison
techniques, all with great efficiency, which is something we could not easily replicate.

One more aspect which must be considered is that in genomes, we are using the
whole names of detectors and other attributes generated by Cinderella. Thanks to
this a file’s genome which contains the detector java_se_version_8plus will still be
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a strong match with genome that contains the detector java_ee_version_EE9plus,
despite the fact that from Cinderella’s point of view these are two almost unrelated
detectors.

Thus, what each of these clusters represents is a group of files which have been
described by Cinderella in a similar manner. What this is to us, is a link between
files and any detected components, or other architecturally relevant elements. The
theory being, that if most files in a cluster share an attribute, or a group of attributes,
which are related to, or straight up describe a component (or any other architecturally
relevant element), then these attributes will be the components artifacts within the
repository it self. A question may yet again arise, as to why do we even need these
clusters, when we can group the files described by these attributes directly. The answer
lays with the amount of attributes for each file. The average count of attributes for a
file in the Jenkins project cite is 13 for 5541 out of 12485 files, with some files reaching
all the way up to 53 attributes. With the direct grouping, we would only be able to
account for one, maybe two of these attributes at a time, while with our approach, we
can account for all 53 at the same time.

Now, if we are to actually use these links, we must first find a way of visualizing
components and then incorporate said links to these components. For these exploratory
purposes, the most optimal way need not be sought right away, we will thus take
advantage of our previous experience with Archimate and use that. We take a list of
all potential attributes (around 500 at the time of writing) and map all those, which
may hint at a component or any other architecturally relevant piece of information to
an Archimate element. We will then generate an Archimate view with all such elements
found in a project (automatically, thanks to one of our previous methods). Next we
will take each cluster, find those of its attributes which are present in majority of its
files (for now, let’s say > 80% of cluster’s files) and use this information to link said
cluster to the elements in the general view. An example of this view can be seen in
figure 3.1

Figure 3.1: General view of elements from attributes detected in the Jenkins project
cite
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The problem with this approach, which soon becomes obvious, is the variability of
all these attributes. Some speak of quite general concepts, like language and file type
(e.g. the java_type_ detector, which can detect java code), some tell us of concepts
unrelated to our efforts (e.g. the java_se_references, which tells us that a file has
references for other classes) and some, which often have a rather sparse occurrence, tell
us of the concepts which interest us (e.g. the spring_security_api detector, whose
responsibility is to find occurrences of the spring security technology).

This issue is best illustrated on an example, in figure 3.2 we can see a view generated
from the same attributes as figure 3.1, but this time only elements with at least 80%

presence in at least one cluster are generated.

Figure 3.2: View of elements from clustered attributes in the Jenkins project cite

Another example can be seen in in listing 4, where can be observed detectors,
which were activated on a file in the Jenkins project cite, next to the number of files
on which they were activated. As we can see, some of the most occurring detectors
(e.g. git_tracked, _ANY, contains_copyright, java_ast...) are just blurring the
generated genomes by adding irrelevant (from the point of view of this method, not
overall) data, which is then used for clustering and hides the relevant and essential
pieces of information.

12483 git_tracked
12483 _ANY
7597 properties_file
7583 properties_file_l12n
7468 contains_copyright
1999 xml_content
1762 java_ast
1421 html_contains_markup
1315 java_type_class_public
1102 __TEST
1068 xml_root_namespace_
1000 html_html
926 xml_root_name_div

...

Listing 4: Occurrences of detectors in the Jenkins project cite.

join this to the previous text The problem which must be resolved in this approach,
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is the filtering of attributes. Some attributes (e.g language related ones) occur far more
frequently than others and may hide other, more important ones. This then causes us
to ignore these hidden ones, as we only consider the attributes, which have a majority
presence in a cluster. An example can be seen in figure 3.3.

(a)

(b)

Figure 3.3: Archimate comparison of elements generated based on attributes extracted
from the Jenkins project cite.(a) Elements with ≥ 80% presence, (b) Elements from
all attributes

Another example of this behaviour is shown in listing 5, where we can see unfiltered
occurrences of detectors in the Jenkins cite project.

12483 git_tracked
12483 _ANY
7597 properties_file
7583 properties_file_l12n
7468 contains_copyright
1999 xml_content
1762 java_ast
1421 html_contains_markup
1315 java_type_class_public
1102 __TEST
1068 xml_root_namespace_
1000 html_html
926 xml_root_name_div

...

Listing 5: Unfiltered occurrences of detectors in the Jenkins project cite.

If we were to add a filter for noisy detectors, a filter for general detectors and a
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filter to remove any language detectors, the result would not be perfect, but it would
be much better as can be seen in listing 6

7597 properties_file
1762 java_ast
351 java_se_version_8plus
351 java_lambda_expression
329 java_Deprecated
217 java_beans_methods
191 java_ee_version_EE9plus
141 image_gif
134 java_synchronized
123 java_class_Exception
122 image_png
114 spring_security_api
72 java_lang_reflect

...

Listing 6: Filtered occurrences of detectors in the Jenkins project cite.

__TEST we want to keep, things like java_Deprecated and java_synchronized are
not much relevant -> general model will be composed of all available attributes, there
will be very specific clusterings -> each will generate some elements -> composed of
relation

The information about languages however is one we would still like to keep in some
form, as it gives us a very high level view of the project consider system. Thus the
solution to this problem will be to do multiple clusterings with different filters and
therefore also different sets of attributes. This will enable us to cluster attributes at
similar levels of abstraction, while retaining the ability to consider all such clusterings
when generating models.

With these new clusterings, some interesting results are revealed

there is an actual difference between general and no_language clusters, talk about
it -> compare images of general cluster. Two options now lay before us, the first would
be to stubbornly stick to the 80% limit and try to create more and more specific filters,
the other one would be to try to explore lower limits Upon thinking about it further,
the 80% may not actually make much sense, as it intentionally hides elements, which
would have been otherwise shown

our goal here is to divide files into clusters in which these files would present a
simmilar functionality

writing ideas -> show diversity chart for no languages and general clusters, talk
about how you found big list of html files and a big list of many java files with relatively
low diversity
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As it turns out, quite a few attributes besides detectors can be converted to genomes.
Let us for example take the structure of an xml file see issue 227

Genomes version one -> failed -> we wanted to turn files into genomes, cluster
them and extract diagrams based on most common attributes in each cluster -> this
failed as no good filters are available (bad detectors clutter clustering process) and we
are mixing detectors in different abstraction contexts Genomes version two -> good
filters, many clusterings

The solution to this problem, is to introduce the concept of detector context. This
will present us with a way of grouping together detectors which operate in a similar
context. If we were to for example take the build context

Secondly, what might also be of some interest is the phylogenetic tree, which can
be seen in figure 3.4 TODO

Figure 3.4: Phylogenetic tree generated out of our genomes

3.6.3 Conclusions

3.7 Abstraction Context

3.7.1 Idea

3.7.2 Implementation

3.7.3 Conclusions
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Chapter 4

Results

4.1 Summary
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Conclusion
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