UNIVERZITA KOMENSKEHO V BRATISLAVE
FAKULTA MATEMATIKY, FYZIKY A INFORMATIKY

MODEL DISTRIBUCIE INTERPUNKCNYCH
ZNAMIENOK V ROZNYCH TEXTOCH
DIPLOMOVA PRACA

2026
Bc. OLIVER LASTIK






UNIVERZITA KOMENSKEHO V BRATISLAVE

FAKULTA MATEMATIKY, FYZIKY A INFORMATIKY

MODEL DISTRIBUCIE INTERPUNKCNYCH
ZNAMIENOK V ROZNYCH TEXTOCH

étudij ny program:
Studij ny odbor:

Skoliace pracovisko:

Skolitel:

Bratislava, 2026
Be. Oliver Lastik

DIPLOMOVA PRACA

Aplikované Informatika

Informatika

Katedra informatiky

doc. RNDr. Maria Markosova, PhD.



46313071

Univerzita Komenského v Bratislave
Fakulta matematiky, fyziky a informatiky

ZADANIE ZAVERECNEJ PRACE

Meno a priezvisko Studenta: Bc. Oliver Lastik

Studijny program: aplikovana informatika (Jednoodborové stadium,
magistersky II. st., denna forma)

Studijny odbor: informatika

Typ zaverecnej prace: diplomova

Jazyk zaverecnej prace: slovensky

Sekundarny jazyk: anglicky

Nazov: Model distribucie interpunkénych znamienok v réznych textoch

Anotacia:

Ciel’:

Literatura:

Vedici:
Katedra:

Model of punctuation mark distributions in various texts

Student naprogramuje, alebo pouZije uz naprogramovanu aplikaciu na hl'adanie
distribucie interpunkénych znamienok v textoch v roéznych jazykoch. Ak
Student pouzije hotovl aplikaciu, musi k nej doprogramovat’ v Setko potrebné
na anlyzu distribtcie a na tvorbu jej modelu. Student zanalyzuje distribu cie
z textov toho istého autora v roéznych casovych obdobiach aby zistil, ako
sa tato vlastnost’ textu meni a nakolko ostdva stabilnd. Takisto zanalyzuje
tieto distribucie v textoch l'udi s afdziou. Navrhne matematicky model tejto
distribucie.

= naprogramovat aplikidciu, alebo doprogramovat’ potrebné nastroje
do aplikdcie na analyzu distribacii interpunkénych znamienok v textoch
a vytvorit’ matematicky model opisujlci ziskané vysledky

Kulig and others. In narrative texts punctuation marks obey the same statistics
as words, Information Sciences
Volume 375, 1 January 2017, Pages 98-113

doc. RNDr. Maria MarkoSova, PhD.
FMFI.KALI - Katedra aplikovanej informatiky

Veduci katedry: doc. RNDr. Tatiana Jajcayova, PhD.
Datum zadania: 23.02.2024

Datum schvalenia: 25.09.2024 prof. RNDr. Roman Durikovi¢, PhD.

Student

garant $tudijného programu

veduci prace



Pod akovanie

i1



Abstrakt

Tato diplomova praca sa zaoberd analyzou distribucie interpunkénych znamienok v
textoch v réznych jazykoch, s cielom vytvorit matematicky model tejto distribucie.
Hlavnym cielom je preskiimat, ako sa interpunkéné znamienka rozmiestiuju v textoch
roznych autorov a v roznych ¢asovych obdobiach, a ako tieto vzory moézu byt pou-
7ité na zlepSenie textovej analyzy v oblasti spracovania prirodzeného jazyka (NLP).
Praca sa zameriava na analyzu textov autorov z réznych historickych obdobi, ako aj
na porovnanie distribtucii v textoch vytvorenych osobami trpiacimi afaziou.

V ramci vyskumu bude vyvinuty néastroj na analyzu textov, ktory bude schopny
identifikovat a spracovavat interpunkéné znamienka v réznych jazykoch. Na zéklade
tychto idajov bude nasledne vytvoreny matematicky model, ktory bude schopny pred-
ikovat distribiciu interpunkénych znamienok v textoch. Model bude validovany pomo-
cou testovacich dat a porovnany s existujicimi pristupmi v literatture. Vysledky tejto
prace mozu prispiet k lepSiemu pochopeniu textovej struktiry a poskytnut nastroje na
zlepsenie analyzy textov v oblasti automatického generovania textov, literarnej analyzy

a spracovania prirodzeného jazyka.

Krlaéové slova:
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Kapitola 1
Sticasny stav rieSenej problematiky

Skumanie Statistickych vlastnosti prirodzeného jazyka ma dlhu tradiciu v kvantita-
tivnej lingvistike, informatike aj fyzike komplexnych systémov. Klasické prace sa si-
streduji najmé na spravanie slov: ich frekvenéné rozdelenia, dlzky, n-gramy, jazykové
modely a rdzne mierky ,komplexity” textu. Tieto pristupy sa vyuzivaji pri automa-
tickom rozpoznavani autora, pri klasifikacii Zanrov, v informacnom vyhladavani aj v
modernych jazykovych modeloch.

V takto zameranych pracach je interpunkcia ¢asto chapana iba ako technicky pros-
triedok na ¢lenenie textu, ktory sa pri predspracovani dokonca odstranuje. V posled-
nych rokoch sa vSak objavuju stadie, ktoré ukazuji, Ze interpunkcné znamienka nest
Statisticky relevantnt informdaciu a su citlivé na jazyk, zéner a $tyl autora [5]. Inter-
punkcia tak prestdva byt ,Sumom® a stava sa samostatnym objektom kvantitativne;
analyzy. Na tuto liniu vyskumu nadvézuje aj tato préaca, ktora sa zameriava prave na
distribuciu a prechodové vztahy interpunkénych znamienok v textoch.

Tato kapitola struéne mapuje tri hlavné oblasti, o ktoré sa praca opiera: kvantita-
tivnu analyzu textov, sietové modelovanie jazyka a informacno—teoretické miery vzdia-
lenosti pravdepodobnostnych rozdeleni. Zaroven naznacuje, ako budu tieto vychodiska
vyuzité v dalgich ¢astiach préace: pri konstrukeii vlastného korpusu, modelovani inter-

punkcie Markovovskymi retazcami a pri porovnavani jednotlivych jazykov.

1.1 Kvantitativna analyza textov a interpunkcia

Kvantitativne pristupy k jazyku sleduju napriklad rozdelenie frekvencii slov, vztah
medzi frekvenciou a poradim (Zipfov zékon), entropiu textu ¢i vlastnosti jazykovych
n—gramov. Tieto metody sa pouzivaju pri stylometrii (identifikicia autora), pri klasi-
fikacii zanrov, v strojovom preklade a pri budovani jazykovych modelov zaloZzenych na
pravdepodobnosti.

V mnohych aplikaciach sa interpunkcia bud uplne odstranuje, alebo sa zjednodusuje



na jeden symbol. Préca [5] explicitne ukazuje, ze takyto pristup moze byt skodlivy, ak
nas zaujima jemnejsia Struktara textu. Autori demonstruja, Ze interpunkéné znamienka

v narativnych textoch:
e podliehaji podobnym skilovacim zdkonom ako slova,
e maju stabilné frekvencéné vzory v rameci autora a zanru,
e mozno ich vyuzit pri tilohach autorstva alebo klasifikicie textov.
Z pohladu tejto diplomovej préace je dolezité, Ze:
e interpunkcia je voci prekladu stabilnejsia nez konkrétne slova,

e jej pouzitie je ovplyvnené jazykovymi normami (gramatikou) aj individualnym

Stylom,

e intenzita a typ interpunkcie suvisia s ¢lenitostou viet, rytmom textu a pritom-

nostou dialogov.

V dalsich kapitolach preto budeme interpunkciu analyzovat samostatne: najskor na
trovni zékladnych frekvencii (po¢ty znamienok na jednotku textu) a nasledne aj na
urovni prechodovych vztahov, ktoré budeme modelovat Markovovskymi retazcami. Ta-
kyto pristup umozni porovnavat jazyky a knihy nielen podla toho ,kolko* interpunkcie

obsahuju, ale aj podla toho, ,ako* sa jednotlivé znamienka v textoch striedaju.

1.2 Textové korpusy a Project Gutenberg

Pre kvantitativnu lingvistiku st kltcové rozsiahle a dobre zdokumentované textové
korpusy. Project Gutenberg predstavuje jeden z najvacsich verejne dostupnych archi-
vov literarnych diel. Obsahuje tisice knih réznych autorov, jazykov a zanrov volne
dostupnych v textovom formate, ¢o z neho robi prirodzeny zdroj dat pre statisticka
analyzu.

Pri priamom pouziti tychto textov vSak vznik4 niekolko praktickych problémov:

e texty obsahuju boilerplate — tvodné a zavereéné technické sekcie, licenéné po-

znamky a iné Casti, ktoré nepatria k samotnému dielu,

e metadata (autor, jazyk, rok vydania, Zaner) nie s uplne jednotné a mozu byt

¢iasto¢ne chybné alebo netiplné,

e jednotlivé vydania toho istého diela mozu mat odlisné technické upravy, ktoré

ovplyvinuju statistiku interpunkcie.



Gerlach a kolegovia [3| preto navrhuja standardizovany Gutenberg korpus, v ktorom

systematicky:
1. cistia texty od boilerplate sekcif,
2. zjednocuju a opravuji metadata,
3. definuju presné kritérié, ktoré diela st zahrnuté do kone¢ného korpusu.

Ich pristup zdoéraziuje dve vlastnosti doleZité aj pre tuto pracu: transparentnost
vyberu (jasné kritéria inclusion/exclusion) a reprodukovatelnost (vyber aj ¢istenie
prebieha pomocou skriptov, nie manuélne).

V tejto diplomovej préci je Project Gutenberg primarnym zdrojom textov pre tri
germanske jazyky: nemcinu, angli¢tinu a holand¢inu. Pri vybere diel sa inspirujeme filo-
zofiou Standardizovaného korpusu [3], no kritéria prisposobujeme nasmu cielu: porovnat
distribiciu interpunkcie v literarnych textoch z historicky porovnatelného obdobia. V

dalsej kapitole (Metodika) preto podrobne opiseme:
e vyberové kritéria (jazyk, obdobie, zaner, maximalny pocet diel na autora),
e sposob cistenia textu a odstranenia boilerplate casti,

e rozdelenie textov na segmenty rovnakej dlzky, aby bolo porovnanie jazykov féroveé.

1.3 Sietové modelovanie jazyka

Jazyk mozno modelovat aj pomocou abstraktnych sieti, v ktorych vrcholy predstavuja
jazykové jednotky (slova, morfémy, vety, koncepty) a hrany ich vztahy (susednost, syn-
taktické vizby, sémanticka podobnost). Takto vzniknuté jazykové siete ¢asto vykazuji
typické vlastnosti komplexnych sieti: Skalovacie rozdelenie stupnov, mali priemernt
vzdialenost, vysokt zhlukovitost ¢ komunitna $truktaru |2, 6].

V literature existuje viacero pristupov k sietiam na texte:

e slovné siete zaloZené na susednosti slov v texte (slova st prepojené, ak sa vysky-

tuju vedla seba),
e syntaktické siete prevzaté zo syntaktickych stromov,
e sémantické siete, kde hrany reprezentuju asociacie alebo spoluvyskyt konceptov.

Sietovy pohlad sa ukazal uzitocny aj pri skimani portch jazyka a kognitivnych po-
ruch. Préaca [4] demonstruje rozdiely v struktire sieti ziskanych z textov nesucich znaky
afazie oproti typickym textom. Topolégia jazykovej siete tak moze odrazat kognitivne

procesy autora a mieru ,porusenia’ jazykového systému.



V tejto préaci nebudujeme plnohodnotni velki slovnu siet, ale aplikujeme podobnt
myslienku na interpunkciu. Prechodovi maticu interpunkénych znamienok mozno ché-

pat ako orientovanu siet, v ktorej:

e uzly predstavuju typy interpunkénych znamienok (bodka, ¢iarka, bodkociarka,

dvojbodka, otaznik, vykriénik, ...),

e hrany reprezentuju typické prechody medzi znamienkami (napr. vyskyt otéznika

po ciarke).

V dalgich castiach prace budeme tuto ,siet interpunkcie” kvantifikovat pomocou Mar-
kovovskych modelov, pricom priemerna prechodova matica pre jazyk bude slizit ako
jeho typicky ,interpunkény profil. Neskér bude moZné tieto siete rozsirit o d'alSie sie-
tové ukazovatele, napriklad o rozdelenie stupnov, zhlukovitost ¢i komunitni Struktiru

znamienok.

1.4 Informacno—teoretické miery a Markovovské mo-
dely

Pri porovnavani jazykovych modelov je potrebné zvolit vhodnti mieru vzdialenosti me-
dzi pravdepodobnostnymi rozdeleniami. Informacnéa teéria pontka prirodzené nastroje
v podobe entropie, Kullbackovej—Leiblerovej divergencie a z nej odvodenych symetric-
kych mier, akou je napriklad Jensen—Shannonova divergencia [1]. Tieto miery maju
jasnu interpretaciu ,mnozstva informécie potrebnej na rozlienie dvoch rozdeleni, ¢o
ich robi vhodnymi na porovnavanie jazykovych profilov.

Markovovské modely prvého radu st standardnym néstrojom pri modelovani sek-
vencii symbolov: predpokladaju, Ze pravdepodobnost nasledujiceho symbolu zévisi iba
od aktualneho stavu. V kontexte textu to znamena, Ze pravdepodobnost dalSiecho in-
terpunkéného znamienka zavisi od predchadzajtceho znamienka (pripadne $pecialneho
,Stavu medzi vetami®). Takyto model je dostato¢ne jednoduchy na to, aby bol dobre
interpretovatelny, a zaroven dostatocéne bohaty na zachytenie typickych vzorov nadva-
zovania znamienok.

V tejto praci budeme postupovat nasledovne:

e Konstrukcia a predspracovanie korpusu: z Project Gutenberg vyberieme
literarne texty v nemcine, angli¢tine a holandcine, podla jasne definovanych kri-
térii (jazyk, obdobie, Zaner, maximéalny pocet diel na autora). Texty oc¢istime od
boilerplate ¢asti a rozdelime ich na segmenty rovnakej dizky, aby bolo porovnanie

jazykov férové a reprodukovatelné.



e Zakladna distribtcia interpunkcie: pre kazdy segment vypocitame frekvencie
vybranych interpunkénych znamienok, normalizované na pevni jednotku (napr.
na 1000 slov), a tieto Statistiky nasledne agregujeme na troven knihy a jazyka.
Ziskame tak zakladny obraz o tom, ,kol'ko" interpunkcie jednotlivé jazyky a knihy

pouzivaju a aka je variabilita medzi dielami.

e Markovovské modely interpunkcie: pre kazdua knihu skonstruujeme precho-
dovi maticu interpunkénych znamienok a z nich odvodime priemerné jazykové
Markovovské modely. Pomocou informa¢no—teoretickych mier (najmé Jensen—

Shannonovej divergencie) budeme:

1. porovnavat priemerné modely jednotlivych jazykov medzi sebou,

2. merat vzdialenost jednotlivych knih od jazykového priemeru a analyzovat

stabilitu a odl'ahlé pripady.

e Rank—frequency analyza slov a interpunkcie: nadviazeme na vysledky |[5]

a pre vybrané texty vytvorime rank—frequency krivky osobitne pre:

1. slovné tokeny,

2. kombinované slovné a interpunkéné tokeny.

Na tieto krivky budeme fitovat modely typu Zipf a Zipf~-Mandelbrot a porovnéame
odhadnuté parametre medzi jazykmi a medzi dvoma rezimami (iba slova vs. slova
+ interpunkcia). Cielom je ukazat, do akej miery sa interpunkcia sprava ,ako

bezné tokeny“ v zmysle rank—frequency zakonitosti.

e Siete zaloZené na susednosti tokenov: z tokenizovanych textov skonstru-
ujeme orientované siete, v ktorych uzly reprezentuja slova a interpunkcéné zna-
mienka a hrany reprezentuju ich susednost v texte. Pre tieto siete vypocitame
vybrané sietové metriky (napr. rozdelenie stupiiov, priemernt dizku najkratsej
cesty, zhlukovitost) a porovname ich medzi jazykmi. Zameriame sa aj na vztah
medzi frekvenciou tokenu a jeho stupnom v sieti, v duchu znamych vysledkov o

komplexnych sietach [2, 6].

e Porovnanie s generativnym modelom rastu sieti: ako referenény model po-
uzijeme jednoduchy generativny model rastu sieti (napriklad Barabasi-Albertov
model preferen¢ného pripajania). Pre vybrané reélne siete vytvorené z textov vy-
generujeme umelé siete s rovnakym poctom uzlov a pribliznym poc¢tom hran a
porovname vybrané Statistiky (rozdelenie stuphnov, zhlukovitost, priemerni dlzku
najkratsej cesty). Cielom je zistit, v ¢om sa reélne ,jazykové siete podobaju jed-

noduchym modelom rastu a v ¢om sa od nich odlisuju.
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Takto navrhnuty postup prepaja frekvencéné statistiky, Markovovské modely, sie-
tovi analyzu a generativne modely sieti do jedného rdmca. Umozni nielen kvantita-
tivne porovnat tri germanske jazyky na trovni interpunkcie, ale aj diskutovat, nakol'ko
st pozorované Struktury Specifické pre jazyk a text a nakolko sa daju vysvetlit jedno-

duchymi modelmi rastu komplexnych sieti.

1.5 Zhrnutie kapitoly

Sucasny stav vyskumu ukazuje, Ze:

e interpunkcia nesie Statisticky vyznamnu informaciu a jej ignorovanie moze viest

k strate dolezitych strukturalnych znakov textu [5],

e textové korpusy z Project Gutenberg je mozné systematicky vy¢istit a spracovat
pre kvantitativnu analyzu tak, aby bol vyber diel transparentny a reprodukova-
telny [3],

e jazykové Struktiry mozno uspesne modelovat ako siete a Markovovské retazce
2, 6],

e informacnéa teodria poskytuje prirodzené miery podobnosti pravdepodobnostnych

modelov [1],

e sietovy pohlad na jazyk je citlivy aj na jemné zmeny v Strukture textu a moze

byt vyuzity aj pri analyze jazykovych portch [4].

Na tychto vychodiskach je postavend metodika préace. V nasledujicej kapitole pod-
robne opiSeme, ako konstruujeme vlastny korpus z Project Gutenberg, akymi krokmi
predspracovania prechédza a ako z neho ziskavame frekvencné Statistiky a Markovovské
modely interpunkcie, ktoré budi néasledne analyzované a porovnavané medzi jednotli-

vymi jazykmi.



Kapitola 2

Ciel prace
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Kapitola 3

Metodika prace a metdédy skiimania
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Kapitola 4
Metodika prace a metédy sktimania

Cielom tejto kapitoly je podrobne opisat, akym spdsobom sa pripravené data, aké
veli¢iny meriame a ako z nich konStruujeme modely interpunkcie. Doraz kladieme na
reprodukovatelnost: jednotlivé kroky su realizované pomocou skriptov, verzovanych v

repozitari, a ich vystupy su systematicky ukladané do adresarovej struktury.

4.1 Prehl'ad spracovatel'skej pipeline

Cely proces spracovania textov mozno schematicky rozdelit do tychto krokov:

1. vyber vhodnych diel z katalogu Project Gutenberg,

2. stiahnutie textov a ich cistenie od boilerplate casti,

3. rozdelenie oéistenych textov na okné s pevnou dlzkou,

4. vypocet zakladnych Statistik interpunkcie pre kazdé okno,
5. konstrukcia Markovovskych prechodovych matic,

6. vypocet mier podobnosti medzi jazykmi a jednotlivymi knihami.

Jednotlivé kroky st implementované v jazyku Python, s vyuzitim kniZnic pandas,
numpy a matplotlib na pracu s tabulkami a vizualizaciu. Vsetky medzivysledky (filtro-
vany katalog, logy, Statistiky a matice) su ukladané do samostatnych stiborov, aby bolo
mozné jednotlivé ¢asti analyzy opatovne pouzit bez nutnosti prechadzat cely proces od

zaclatku.
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4.2 Vyber textov z Project Gutenberg

Vstupom je CSV stibor s metadatami Project Gutenberg, ktory obsahuje informécie o
jazyku textu, autorovi, roku vydania, zénri a identifikitore knihy. Na zaklade tychto

udajov sa vykona filtracia podla nasledujicich kritérii:

e jazyk je oznaCeny ako nemcina (de), angli¢tina (en) alebo holand¢ina (nl),

e rok vydania spada do zvoleného historicky porovnatelného obdobia (19. aZ za-

¢iatok 20. storocia),
e zaner zodpoveda umeleckej proze (romény, poviedky),

e od jedného autora su vybrané maximalne tri diela v danom jazyku.

Takto vznikne kandidatny zoznam diel, ktory je ulozeny v subore accepted.csv.
Tento subor sliazi ako referencny zoznam korpusu a je sprevadzany log suborom, ktory
obsahuje informacie o tom, preco boli niektoré polozky z katalogu vyradené (nespréavny
jazyk, chybajuici text a pod.). Tym sa zabezpecuje transparentnost vyberu, v duchu

odporucani [3].

4.3 Stahovanie textov a ¢istenie boilerplate

Pre kazdé dielo zo zoznamu accepted.csv sa stiahne z Project Gutenberg jeho tex-
tové verzia. Nasledne sa na fiom vykoné ¢istiaca procedira, indpirovana pristupom [3],

prisposobené konkrétnym formalnym znakom pouzitych verzii textov:

1. identifikdcia a odstranenie tvodnych a zaverecnych hlaviciek (poznamky pro-

jektu, licencie, technické informécie),
2. normalizacia kodovania a nahradenie netlacitelnych znakov,

3. zjednotenie typografickych variantov interpunkénych znamienok (napr. rézne uvo-

zovky),

4. odstranenie pasazi, ktoré nepredstavuju samotny literarny text (poznamky pre

sadzaca, reprintové komentare a pod.).

Vysledkom je ,ocisteny* text, ktory obsahuje iba samotné dielo. Tieto texty si

uloZené v adreséari data_core/clean/ a predstavuju vychodisko pre dalie kroky.
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4.4 Rozdelenie na okna fixnej dizky

Knihy maji prirodzene velmi rozne dlzky. Ak by sme ich porovnévali ako celky, vy-
sledné statistiky by boli ovplyvnené tym, ¢i ide o kratke poviedky alebo rozsiahle

romany. Preto pracujeme s jednotkami pevnej dlzky: pre kazdy ocisteny text:

e text tokenizujeme na slova pomocou jednoduchej tokenizacie zaloZenej na bielych

znakoch a interpunkcii,
e vytvorime po sebe idtice segmenty s dlzkou 30000 slov,
e posledny segment, ktory nedosahuje zvolent dlzku, sa do analyzy nezaraduje.

Kazdy segment reprezentuje ,0kno“ textu s porovnatelnou dizkou pre vietky knihy
a jazyky. Tieto okné st uloZené v adresari data_core/windows30k/. Pri dalSej analyze

pracujeme prave s tymito oknami, nie s celymi knihami naraz.

4.5 Definicia a pocitanie interpunk¢énych znakov

Pre potreby analyzy je potrebné rozhodnit, ktoré znaky budeme povazovat za interpun-
kciu a ako budeme zaobchadzat s hraniénymi pripadmi (dvojbodky, pomlcky, uvozovky

rozneho typu, viacnasobné vyskyty). Vychadzame z nasledujicej mnoziny typov:

e bodka, otaznik, vykri¢nik,

¢iarka, bodkociarka, dvojbodka,

e parové uvozovky (normalizované na jednotny tvar),

zatvorky,

pomlcka oddelend medzerami.

Pocas spracovania kazdej knihy sa vytvara interna reprezentacia, v ktorej su slova
a interpunkcéné znaky oddelené ako samostatné tokeny. Nésledne pre kazdé okno poci-

tame:
e absolutny pocet vyskytov jednotlivych typov interpunkcie,
e pocet slov v okne (bez interpunkcie),
e pre kazdé znamienko normalizovani hodnotu ,pocet na 1000 slov*.

Vysledky st zapisané do tabulky punct_stats_core.csv, kde kazdy riadok zod-
poveda jednému oknu, identifikovanému jazykom, Gutenberg ID a poradim segmentu

v ramci diela.
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4.6 Agregacia Statistik po jazykoch

Zo zakladnych Statistik jednotlivych okien vytvarame agregované charakteristiky po

jazykoch. Pre kazdy jazyk a kazdy typ interpunkcie pocitame:

e priemernu normalizovanu frekvenciu (na 1000 slov),
e median a vybrané percentily rozdelenia,

e odhad intervalov spolahlivosti napriklad pomocou bootstrapu nad oknami (opé-

tovné nahodné vzorkovanie okien s névratom).

Agregované udaje ukladdme do suboru punct_summary_by_language.csv. Na ich
zéklade sa kreslia stlpcové grafy a boxploty porovnavajice pouzivanie interpunkcie

medzi jazykmi.

4.7 Konstrukcia Markovovskych prechodovych matic

Ak chceme zachytit spdsob, akym si interpunkéné znaky v texte usporiadané, nestaci
sledovat iba pocty vyskytov. Potrebujeme model, ktory zohladni aj ich suslednost.
Pouzijeme Markovovsky retazec prvého radu, kde stavmi st typy interpunkcie.

Nech S je mnozina typov znamienok. Pre kazdé okno prechadzame text a pri kazdom
vyskyte dvojice po sebe idtcich znamienok (4, j) zvySujeme pocitadlo C;;. Po prechode

celym oknom normalizujeme tieto pocty tak, aby sme ziskali prechodovii maticu

Cij + «
Zkes(cik +a)’

kde o je maly pseudopocet (napriklad a@ = 107%), zabezpecujtci, %e nevznikaji nu-

Py =

lové pravdepodobnosti. Takto definovana matica P predstavuje Markovovsky model
prechodov medzi interpunkénymi typmi v danom okne.
Pre kazdé okno ukladame vektorovo rozvinuti podobu matice do stiboru punct_transitions_core.csv

7 tychto matic nasledne odvodzujeme jazykové priemery aj vzdialenosti medzi knihami.

4.8 Jensen—Shannonova divergencia ako miera vzdia-

lenosti

Na porovnanie dvoch Markovovskych modelov potrebujeme zmysluplni mieru vzdiale-
nosti medzi prechodovymi maticami. Vychddzame z informacnej tedrie [1] a pouzivame

Jensen—Shannonovu divergenciu (JSD), ktora je symetricka a vzdy konecné.
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Pre dve diskrétne rozdelenia P a ) definujeme

JSD(P, Q) = %DKL(P | M) + %DKL(Q | M),

kde M = (P + Q) a Dy, je Kullbackova-Leiblerova divergencia. V nasom pripade
aplikujeme JSD na riadky prechodovych matic: pre kazdy typ znamienka ¢ porovnavame
rozdelenia naslednikov P;. a @;. a vypoc¢itame JSD(P;., @;.). Tieto riadkové hodnoty
potom agregujeme priemerom (nevazenym alebo vazenym podla vyskytu daného typu
znamienka).

Takto ziskavame:
e parové vzdialenosti medzi priemernymi jazykovymi prechodovymi maticami,
e vzdialenosti jednotlivych knih od priemerného modelu daného jazyka.

Vysledky agregujeme do tabuliek language_distance_jsd.csv, rowwise_language_distance

a per_book_distance_to_language_markov.csv.

4.9 Odhad intervalov spolahlivosti a stabilita jazyko-

vych modelov

Ked7Ze pracujeme s koneénym poc¢tom knih, odhadnuté jazykové prechodové matice
su zatazené Statistickou neistotou. Preto pre vybrané veli¢iny odhadujeme aj intervaly

spolahlivosti. Prakticky postupujeme tak, Ze:

e pre kazdy jazyk opakovane nahodne vzorkujeme knihy s navratom (bootstrap),

e pre kazdu vzorku vypocitame prislusné metriky (napr. median vzdialenosti knih

od jazykového priemeru),

e 7z empirického rozdelenia bootstrapovych hodnot odé¢itame 2,5 % a 97,5 % percen-
til ako odhad 95 % intervalu spolahlivosti.

Takto ziskame napriklad sahrnna tabulku pre kazdy jazyk s tdajmi o mediane,
miniméalnej a maximalnej vzdialenosti knihy od jazykového modelu a odhadovanom

95 % intervale spolahlivosti medianu.

4.10 Zhrnutie kapitoly

Metodika prace kombinuje:
e systematicky vyber a Cistenie textov z Project Gutenberg [3],
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e normalizaciu dlzky textov pomocou okien s pevnou dlzkou,

jednoduché, ale dobre interpretovatelné statistiky interpunkcie (poé¢ty na 1000

slov),

Markovovsky model prechodov medzi interpunkénymi typmi,

informaé¢no—teoretickit mieru podobnosti modelov [1].

V nasledujucej kapitole si ukdzeme, aké konkrétne vysledky tieto metody prinasaju

pri porovnani troch germanskych jazykov.
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Kapitola 5

Navrh softvérového diela
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Kapitola 6
Vyskum a vysledky prace

V tejto kapitole prezentujeme vysledky ziskané na korpuse troch germanskych jazykov:
nemciny, anglictiny a holand¢iny. Najskor charakterizujeme samotny korpus, potom
sa zameriame na zakladné frekvencéné Statistiky interpunkcie a napokon na vysledky

Markovovskych modelov a informac¢no—teoretickych mier vzdialenosti.

6.1 Charakteristika korpusu
Finalny korpus obsahuje:

e 80 knih v nemcine (de),

e 80 knih v angli¢tine (en),

e 80 knih v holand¢ine (nl).

Pre kazda knihu bol text vycisteny od boilerplate ¢asti a nasledne rozrezany na seg-
menty s dlzkou 30 000 slov. Kazdy segment predstavuje samostatné ,okno® pre analyzu.
Pocet okien na knihu zéavisi od dlzky diela, no v priemere ide o niekol’ko segmentov, ¢o
poskytuje dostato¢nii vzorku na odhad jazykovych Statistik.

To, ze kazdé okno méa rovnaku dizku, zabezpecuje férové porovnanie medzi jazykmi
a knihami a znizuje vplyv extrémne dlhych alebo kratkych diel. Zaroveii nam rozlozenie

na okné umoznuje odhadnut variabilitu v ramci jednej knihy.

6.2 Zakladné statistiky interpunkcénych znamienok

Z tabulky punct_stats_core.csv sme pre kazdy jazyk vypocitali normalizované frek-
vencie vybranych interpunkénych znamienok (na 1000 slov) na tdrovni jednotlivych
okien. V tejto podsekcii prezentujeme rozdelenia tychto frekvencii pomocou boxplotov

a interpretujeme hlavné pozorované trendy.
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NajcastejSie znaky z hladiska Struktury viet su bodka a ¢iarka. Na obrazku 6.1

st zobrazené boxploty normalizovanych frekvencii bodiek a ¢iarok (na 1000 slov) pre

vSetky tri jazyky.
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Obr. 6.1: Normalizovana frekvencia bodiek a ¢iarok (na 1000 slov) pre angli¢tinu, ne-

mcinu a holand¢inu. Boxploty zobrazujt rozdelenie naprie¢ vSetkymi oknami v korpuse

(medién, kvartily a extrémne hodnoty).

7 obrazka 6.1 vidno, ze bodky aj ¢iarky patria medzi najcastejsie interpunkéné zna-

mienka vo vSetkych sledovanych jazykoch. Medianové hodnoty st relativne stabilné, no

¢iarka vykazuje vacsiu variabilitu medzi jednotlivymi knihami — niektoré texty pouzi-

vaju vyrazne viac vloZzenych viet a staveti, ¢o sa prejavuje vys$imi hodnotami v hornej

casti boxplotov.

Dalej sa zameriavame na menej casté, ale stylovo zaujimavé znamienka: bodkoc¢iarku

a dvojbodku. Ich frekvencie st zobrazené na obrézku 6.2.
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Obr. 6.2: Normalizovana frekvencia bodkociarok a dvojbodiek (na 1000 slov) naprie¢

anglickymi, nemeckymi a holandskymi textami.
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Obrazok 6.2 ukazuje, ze bodkociarka aj dvojbodka st v porovnani s bodkou a ¢iar-
kou pouzivané podstatne menej casto. Zaroven medzi knihami vidime velké rozdiely:
v niektorych textoch sa bodkoc¢iarka takmer nevyskytuje, inde ma vyssiu frekvenciu
a signalizuje preferenciu dlhsich, syntakticky zlozitejsich viet. Dvojbodka sa castejsie
objavuje v dielach, kde autor ¢asto uvadza priame reci, vysvetlenia alebo zoznamy.

Napokon skiimame aj frekvencie otaznikov a vykri¢nikov, ktoré suvisia skor so sé-
mantikou a naladou textu (otézky, emocionalne zafarbené paséaze). Ich rozdelenia si

na obrazku 6.3.
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Obr. 6.3: Normalizované frekvencia otaznikov a vykri¢nikov (na 1000 slov) v angli¢tine,

nemdine a holanddine.

V oboch pripadoch st medidny nizke a rozdelenia st vyrazne vychylené smerom k
nule. Vié8ina textov pouziva otézniky aj vykricéniky len sporadicky, zatial ¢o niekol'ko
diel s vysokym podielom dial6gov alebo expresivneho §tylu sa prejavuje ako body v
hornej ¢asti rozdelenia. Takéto diela mozeme vnimat ako $tylové outliery v ramci da-
ného jazyka. Takéto zakladné Statistiky st v zhode s pozorovaniami napr. v [5], kde

interpunkcia vykazuje jazykovo Specifické, ale struktirne podobné vzory.

6.3 Markovovské modely interpunkcie pre jednotlivé
Jazyky

Zéakladné frekvencie ukazuju, kolko interpunkénych znakov sa v texte vyskytuje, ale
neodhaluju, ako na seba jednotlivé znaky nadvéizuju. Na zachytenie tejto informacie
pouzivame Markovovsky model prvého radu, v ktorom stavy zodpovedaji typom in-
terpunkénych znakov a hrany predstavuju prechody medzi nimi.

Pre kazdu knihu a jazyk sme zostavili prechodovi maticu P(to | from), ktora udava

pravdepodobnost, Ze po znaku typu from nasleduje (v definovanom okoli) znak typu
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to. Nasledne sme tieto matice spriemerovali za jednotlivé jazyky. Vysledné priemerné

Markovovské matice zobrazuju obrazky 6.4- 6.6.

Markov transition matrix P(to|from) - de

!

- i
( .
)
?
[ .
]

Obr. 6.4: Priemerna Markovovska prechodové matica interpunkénych znakov pre ne-

probability

méinu (de). Riadky zodpovedajt vychodzim stavom (from), stipce cielovym stavom

(to); intenzita farby reprezentuje velkost prechodovej pravdepodobnosti.

Na obréazku 6.4 vidno vyrazny diagonélny péas, ktory zodpovedé prechodom ,znak na
seba’* alebo prechodom do stavu reprezentujticeho tsek bez interpunkcie. Silné prechody
spojené s bodkou ilustruji typické ukoncenie vety a nasledné pokracovanie textu bez

dalsej interpunkcie v najblizsich tokenoch.

Anglicka prechodova matica (obr. 6.5) méa podobnu globalnu struktiru ako nemecka:
dominuji prechody spojené s bodkou a ¢iarkou, vyrazny je tiez prechod do stavu ,bez
interpunkcie. Jemné rozdiely v intenzite jednotlivych poli¢ok (napriklad pri bodko-
¢iarke alebo dvojbodke) vSak naznacuju odlisné syntaktické zvyklosti a preferované

konstrukcie v texte.

Holandska matica na obrazku 6.6 opét vykazuje podobny zékladny vzor, no roz-
loZenie pravdepodobnosti v jednotlivych riadkoch a stlpcoch sa mierne 1i§i. Aj ked st
rozdiely na trovni jedného konkrétneho prechodu malé, v suhrne veda k charakteris-
tickej ,,podpisanej* struktire pre kazdy jazyk. Tieto priemerné matice mozno zaroven
chapat ako orientované siete |2, 6], v ktorych hrany reprezentuju pravdepodobné pre-

chody medzi znamienkami.
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Markov transition matrix P(to|from) - en

probability

Obr. 6.5: Priemernd Markovovska prechodova matica interpunkénych znakov pre an-

gli¢tinu (en).

6.4 Vzdialenosti medzi jazykmi

Na kvantitativne porovnanie jazykovych Markovovskych modelov pouzivame Jensen—
Shannonovu divergenciu medzi priemernymi prechodovymi maticami. Pre kazdy par
jazykov pocitame tzv. riadkovi Jensen—Shannonovu divergenciu (JSD) medzi prislus-
nymi riadkami prechodovych matic a nasledne berieme vazeny priemer cez vSetky
riadky. Takto ziskame jednu ¢iselnit hodnotu, ktord vyjadruje rozdielnost Markovov-
skych modelov interpunkcie danych dvoch jazykov. Vysledné parové vzdialenosti st
ulozené v tabulke rowwise_language_distances.csv.

Pre vazenu priemerni riadkova JSD dostavame priblizne:
e vzdialenost medzi nemcinou a angli¢tinou ~ 0,040,

e vzdialenost medzi nemcinou a holandé¢inou ~ 0,017,

e vzdialenost medzi angli¢tinou a holand¢inou ~ 0,022.

Hodnoty st symetrické (vzdialenost de—en je rovnaka ako en—de) a diagonéalne prvky
by sme definovali ako 0, kedZe porovnavame jazyk s nim samym. Absolatna velkost
tychto ¢isiel je relativne mala (vSetky vzdialenosti si < 0,1), ¢o znamend, Ze aj na-
jodlisnejsi par jazykov v ramci nasho korpusu ma velmi podobnu struktturu prechodov
interpunkénych znamienok.

7 uvedenych hodnot vyplyva, Ze:
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Markov transition matrix P(to|from) - nl

probability

Obr. 6.6: Priemernd Markovovska prechodova matica interpunkénych znakov pre ho-

land¢inu (nl).

e nemcina a holand¢ina su z hladiska Markovovského modelu interpunkcie najbliz-
Sie (najmensia JSD = 0,017),

e angli¢tina je od oboch kontinentalnych jazykov mierne vzdialenejsia (vzdialenost

~ 0,040 vo¢i nemcine a = 0,022 vo¢i holandcine),

e celkové vzdialenosti st vSak pomerne malé, ¢o naznacuje, ze zékladné struktira
prechodov interpunkénych znamienok je v ramci tejto germéanskej jazykovej ro-

diny velmi podobnaé.

Tepelna mapa na obr. 6.7 tieto hodnoty vizualizuje v podobe 3 x 3 matice. Dia-
gonéla obsahuje nulové vzdialenosti (jazyk porovnany sam so sebou) a je zobrazené
najbledsou farbou. Mimo diagonaly vidime tri relevantné prvky: dvojicu de—nl s naj-
tmavsim odtieiom (najmensia vzdialenost), dvojicu en—nl s mierne vy$Sou hodnotou
a napokon dvojicu de—en, ktora ma najvyssiu JSD a je vizualne oddelena vyraznejsim
kontrastom.

Vizualne tak heatmapa potvrdzuje ¢iselné zistenia: nemcina a holandéina tvoria
najkompaktnejsi par, zatial ¢o angli¢tina zaujima v priestore tychto Markovovskych
modelov mierne ,odsunuta* poziciu. Zaroven vsak farebna skéila ukazuje, Ze aj najvacsie
rozdiely zostéavajui v nizkom rozsahu, takze vSetky tri jazyky zdielaji velmi podobny

sinterpunkény styl“ na trovni prechodovych pravdepodobnosti.
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Obr. 6.7: Tepeln&d mapa parovych vzdialenosti medzi jazykmi na zaklade vazenej riad-

kovej Jensen—Shannonovej divergencie prechodovych matic.

6.5 Stabilita jazykovych modelov a odl'ahlé knihy

Okrem porovnania jazykovych priemerov nas zaujima aj to, ako velmi sa jednotlivé

knihy v ramci jedného jazyka od priemerného modelu odchyluju. Pre kazda knihu preto

poc¢itame vzdialenost jej prechodovej matice od prislusného jazykového priemeru.
Stuhrnné Statistiky pre jednotlivé jazyky st uvedené v tabulke 6.1. Této tabulka

vychédza z dat v markov_stability_summary.csv.

Tabulka 6.1: Stihrn vzdialenosti knih od jazykového Markovovského modelu. Pre kazdy
jazyk uvadzame pocet knih, median vzdialenosti, 95 % interval spol'ahlivosti, minimum

a maximum.

jazyk nynin  mediidn CI, CIh min max
de 80 0,0418 10,0385 0,0472 0,0161 0,1109
en 80 0,0368 0,0320 0,0431 0,0155 0,1383
nl 80 0,05636 0,0492 0,0587 0,0254 0,1444

Vidime, ze:

e mediadn vzdialenosti knihy od jazykového priemeru je u nemciny a angli¢tiny o

nieco mensi nez u holandciny;,
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e holand¢ina vykazuje va¢siu variabilitu (vyssi median aj maximum), ¢o naznacuje,

ze knihy v holand¢ine su z hladiska interpunkcie heterogénnejsie,

e v kazdom jazyku existuju knihy s vyrazne viésou vzdialenostou (odlahlé hod-

noty), ktoré sa od typického modelu odchyluju.

Konkrétne priklady odl'ahlych diel mozno identifikovat v tabulke per_book_distance_to_language_me

kde kazdému Gutenberg ID prislicha hodnota vzdialenosti od jazykového priemeru.

6.6 Interpretacia doterajSich vysledkov
Doterajsie vysledky ukazuju niekol’ko klic¢ovych faktov:

e Statistika interpunkénych znamienok (frekvencie na 1000 slov) odhaluje jazykovo
Specifické rozdiely, no zaroven potvrdzuje podobnu zakladnt Struktaru v ramci

germanskych jazykov, v zhode s pozorovaniami [5].

e Markovovské modely prechodov interpunkcie poskytuji prirodzeny sposob, ako
kvantifikovat ,Styl“ nadvézovania znamienok. Priemerné jazykové matice maju
charakteristicky tvar a ich porovnanie pomocou Jensen—Shannonovej divergen-
cie ukazuje, Ze nemcina a holand¢ina si si najblizsie, kym angli¢tina je mierne

odlisné.

e Rozdelenie vzdialenosti jednotlivych knih od jazykového priemeru naznacuje, ze
v kazdom jazyku existuje ,typické* spravanie, okolo ktorého st knihy rozlozené,

a zaroven niekol’ko odlahlych diel s netradiénym pouzivanim interpunkcie.

Z metodologického hladiska sa ukazuje, Ze kombinacia frekven¢nych Statistik, Mar-
kovovskych modelov a informac¢no—teoretickych mier vzdialenosti poskytuje konzis-
tentny ramec pre porovnavanie jazykov na tdrovni interpunkcie. V dalsich castiach
prace bude mozné tieto vysledky rozsirit o detailnejsie sietové ukazovatele a pripadne o
porovnanie s inymi typmi textov (napr. technické texty, texty s jazykovou poruchou),

podobne ako v [4].
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