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Systémy na evidovanie a zdiel'anie Studovanej literatiry, napr. Mendeley, su
Casto pouzivané vo vedeckych skupindch a pri medzinarodnej spolupraci.
Umoziuju udrZzovat’® databdzu vedeckych c¢lankov aj s pdf origindlmi,
kategorizovat’ a tagovat’ ¢lanky a kolaborativne ich pridavat, zdruZovat
a zdiel'at. Nevyhodou je, ze ¢lanky ukladaju na vzdialené uloZisko a tym
padom st spoplatnené velkosti ulozenych dat a neumoznuju priamy pristup
k datam. V ramci bakalarskej prace “CMS pre kolaborativnu spravu vedeckych
¢lankov” bol vytvoreny prototyp takéhoto systému ako lokalneho doma
hostovaného rieSenia. Tento systém sliZi ako dobry zdklad pre rozSirenie
jeho funkcionality, efektivity, pouzivatel'skej pristupnosti a praktickej hodnoty.
Zaroven tematika spracovania textu vedeckych ¢lankov je bohatd na moznosti
vyuZitia metod strojového ucenia pre rozsirené funkcie navrhovaného systému
ako napriklad rozSirené vyhladavanie vo vedeckych €lankoch, automatické
hl'adanie suvislosti, anotovanie a extrakcia ddlezitych pojmov, generovanie
sumarov textov a podobne.

Cielom diplomovej prace je rozsSirit' existujici systém na evidovanie
a zdielanie vedeckych ¢lankov, ktory bol vyvinuty ako bakalarska praca
o roz$irenu funkcionalitu a nastroje na baze strojového ucenia. VylepSenie bude
obsahovat’ dosledné otestovanie systému pre ucely doladenia pouzivatel'skej
priatel’'skosti a dizajnu aplikacie, implementécia angli¢tiny ako druhého jazyka
alebo prepinania jazykov. Z hladiska pouZzivatelov a ich spitnej vizby
roz$irenie moznosti skupinovej spoluprace s anotaciami a diskusiami. V ramci
vylepsSeni existujuceho softvéru preskumat’ moznosti implementécie full text
vyhl'adavania. Dal§im cielom prace je navrhnit’ a implementovat’ nové nastroje
pre komplexnu spravu vedeckych c¢lankov vratane kategorizacie, anotacie,
odportcani a vyhl'adavania s vyuzitim modernych metod strojového ucenia,
ako st napriklad umelé neurénové siete. Pre implementaciu tychto funkcii
tiez preskimat’ a porovnat’ moznosti strojového ucenia a vybrat’ najvhodnejsie
metody.

[1] Django: the web framework for perfectionists with deadlines https://
www.djangoproject.com/

[2] Liu, Y. and Zhang, M., 2018. Neural network methods for natural language
processing.
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Abstrakt
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Autor: Be. Samuel Slavik
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Tato diplomova praca sa zaobera navrhom a implementéciou systému na evidovanie
a zdielanie vedeckych ¢lankov, ktory vyuziva metédy strojového ucenia na zlepSenie
spravy vedeckej literattury v akademickych a vyskumnych prostrediach. Cielom préace je
rozsirit existujuci prototyp, ktory bol vytvoreny v ramci bakalarskej prace, o nové fun-
kcionality, ako st automatické vyhladavanie v plnom texte, extrakcia kltacovych slov
a sumarizacia textov. Systém taktiez zahiha moznosti skupinovej spolupréce prostred-
nictvom anotéacii a diskusii, ¢im podporuje kolaboraciu medzi pouzivatelmi a zdielanie
vedomosti. Implementacia systému vyuziva moderné metody strojového ucenia, kon-
krétne neurénové siete, na analyzu a spracovanie vedeckych textov, ¢o umoznuje zlepsit
efektivitu vyhladavania a kategorizacie ¢lankov. Praca dalej skiima rozne pristupy k
strojovému uceniu a vyhodnocuje ich u¢innost pri extrakcii doélezitych informacii zo
studovanych ¢lankov. Testovanie a porovnanie vysledkov réznych modelov strojového
ucenia pomaha identifikovat najvhodnejSie metédy pre aplikdciu na spracovanie ve-
deckych textov. Koneénym vysledkom prace je systém, ktory poskytuje flexibilné a
efektivne rieSenie pre organizéciu, spravovanie a zdielanie vedeckych ¢lankov v pro-
stredi, ktoré podporuje nielen individualny vyskum, ale aj spolupracu a kolektivne

zdielanie poznatkov.

Krluacové slova: machine learning, neural net, semantic tagging, natural language

processing, keywords extraxtion



Abstract

Thesis title: CMS for sharing and processing scientific articles
University: Comenius University Bratislava

Faculty: Faculty of Mathematics, Physics and Informatics
Department: Department of Applied Informatics

Degree course: Applied Informatics

Author: Be. Samuel Slavik

Supervisor: RNDr. Kristina Malinovské, Phd.

Submission date::

This thesis deals with the design and implementation of a system for registering and
sharing scholarly articles that uses machine learning methods to improve the mana-
gement of scholarly literature in academic and research environments. The aim of the
work is to extend the existing prototype, which was developed as part of the bachelor
thesis, with new functionalities such as automatic full-text search, keyword extraction
and text summarization. The system also includes group collaboration capabilities th-
rough annotations and discussions, thus promoting collaboration between users and
knowledge sharing. The system implementation uses modern machine learning met-
hods, specifically neural networks, to analyse and process scientific texts, allowing for
improved efficiency in searching and categorising articles. The thesis further explores
different machine learning approaches and evaluates their effectiveness in extracting
relevant information from the articles under study. Testing and comparing the results
of different machine learning models helps to identify the most appropriate methods
for application to scientific text processing. The end result of the work is a system
that provides a flexible and efficient solution for organizing, managing, and sharing
scholarly articles in an environment that supports not only individual research, but

also collaboration and collective knowledge sharing.
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Kapitola 1

Vychodiska prace

1.1 Uvod do problematiky

1.1.1 Vyznam vedeckej literattry a jej spravy

Vedecka literatura predstavuje jeden zo zakladnych pilierov rozvoja poznania a aka-
demickej komunikacie. Vyskumné timy, organizacie aj jednotlivei sa pri formulovani
novych hypotéz, hodnoteni sticasného stavu poznania ¢i overovani experimentalnych
vysledkov opieraju o existujice publikované zdroje. Vedeckd komunikécia pritom na-
dobuda formu neustéle rasttcej siete ¢lankov, preprintov, konferen¢nych prispevkov a
technickych sprav, ktoré si navzajom previazané cez citacie a tematické oblasti. Ako
uvadza Borgman [1], modernéa veda stoji na systematickej vymene informacii, pricom
efektivna praca so zdrojmi je nevyhnutnym predpokladom kvalitného vyskumu.

Sucasny akademicky ekosystém vSak celi fenoménu znameho ako information over-
load alebo pretazZenie informaciami. Po¢et publikécii rastie exponencidlne — podla Sta-
tistik a bibliometrickych analyz Bornmanna a Mutza [2| pribudaja rok ¢o rok miliony
novych vedeckych ¢lankov naprie¢ odbormi. Tento rast spésobuje, ze vyskumnici maja
stale vacsi problém orientovat sa v relevantnych zdrojoch, identifikovat najdolezitejsie
publikacie a efektivne filtrovat neaktualne alebo nesuvisiace prace. Efektivna sprava
vedeckej literatury sa preto stava kltucovou sucastou vyskumného procesu.

V praxi to znamené, Ze vyskumnici musia zvladnut nielen samotné vyhladavanie
literatury, ale aj jej dlhodobtu organizaciu, anotovanie a opatovné vyuzitie. Tradi¢ny
pristup, zaloZeny na ad hoc ulozeni PDF stuborov do adresarov v pocitaci ¢i e-mailovych
priloh, je pri va¢Som poéte dokumentov neudrzatelny. Casto vedie k duplikiciam, strate
prehladu o pre¢itanych a neprecitanych ¢lankoch a k opakovanému vyhladavaniu uz
raz najdenych zdrojov. Ako upozoriuje Borgman [1], infrastruktira digitalneho bada-
nia musi podporovat cely zivotny cyklus vedeckého dokumentu — od jeho ziskania cez
spracovanie aZ po citovanie v dalSich préacach.

ZvySené naroky na spravu literatary viedli k rozsireniu nastrojov, akymi si refe-
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rencéni manazéri a osobné digitalne kniznice, ktoré umoznuju kategorizovat, tagovat a
vyhladavat dokumenty podla viacerych kritérii. Tieto néastroje vSak ¢asto funguju ako
izolované ostrovy, ktoré sice ulah¢uju pracu jednotlivca, ale len ¢iasto¢ne rieSia potrebu
prepojenia na 8irSie ekosystémy vyhladévania, zdielania a spoluprace. Kvalita metat-
dajov (nazov, autori, rok vydania, kli¢ové slové) a ich konzistentné pouzivanie pritom
priamo ovplyviiuje viditelnost ¢lankov a moZnosti ich automatizovaného spracovania
[3].

7 toho vyplyva potreba systémov, ktoré dokazu:

e zhromazdovat vedecké dokumenty z réznych zdrojov,

e extrahovat z nich kli¢ové metaiudaje a textovy obsah,

e umoznit pokrocilé vyhladavanie podla obsahu, autorov ¢ tematickych kategorii,

e podporovat personalizované odportcania pre jednotlivcov alebo vyskumné sku-

piny,
e a integrovat sa do kazdodenného pracovného postupu vyskumnikov.

Takéto systémy vytvaraji most medzi rasticim mnozstvom digitalne dostupnych
publikacii a konkrétnymi informa¢nymi potrebami pouzivatelov. Predstavuju zéklad,
na ktorom je mozné stavat pokrocilejsie analytické a odporucacie mechanizmy, ktoré

buda podrobnejsie rozobraté v nasledujicich ¢astiach préce.

1.1.2 Existujice systémy a ich obmedzenia

S rasticim mnozstvom publikécii vznikla Siroké skala systémov, ktoré poskytuja pristup
k vedeckej literature, metaidajom a bibliometrickym ukazovatel om. Medzi najpouziva-
nejsie patria sluzby ako Google Scholar, Semantic Scholar, arXiv ¢i ResearchGate, ktoré
sa vSak vyrazne liSia architektirou, spésobom ziskavania dat aj moznostami integracie
do komerénych ¢i akademickych softvérovych rieseni.

Google Scholar pontika jednoduché rozhranie a vysoku dostupnost, avsak jeho API
nie je oficidlne podporované a vac¢sina integracii vyuziva neformalne techniky alebo web
scraping. Podl'a analyz od Beela a Gipp [4] je jeho najvacsim problémom nekonzistentnéa
kvalita zaznamov a absencia transparentného hodnotiaceho algoritmu. Semantic Scho-
lar, ktory vyvija Allen Institute for Al, sa naopak zameriava na extrakciu informacii
pomocou metdd strojového ucenia, avsak API poskytuje len limitované mnozstvo uda-
jov o ¢lankoch a ¢asto neumoziuje pracu so samotnym PDF dokumentom [5].

Reposzitare ako arXiv poskytuja otvorené pristupy k preprintom, avsak neobsahuji
mechanizmy personalizacie ani odporicacie systémy. ResearchGate a Academia.edu

funguju ako akademické socidlne siete, pricom umoziujia zdielanie publikacii, avSak
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obmedzenia plyni z uzavretého charakteru platformy a komerénych modelov, ktoré
brania SirSej automatizacii a integracii.

Klacovym spoloénym problémom tychto existujicich rieSeni je:

e nedostatok otvorenosti (closed ecosystems),

e slaba podpora personalizovanych odporucani,

e obmedzené moznosti skupinovej spoluprace,

e netplné praca priamo s PDF stiibormi a obsahovymi reprezentéciami dokumentov,

e obmedzenia API pri budovani vlastnych nadstavieb a systémov.

Tieto nedostatky tvoria hlavny motiv pre nédvrh a realizaciu nového systému, ktory
vyuziva moderné postupy analyzy textu, odporucacie mechanizmy a podporuje efek-

tivnu spolupracu vyskumnych timov pri praci s vedeckou literatarou.

1.2 Strojové ucenie a skupinova spolupraca pri sprave
vedeckych clankov

Rasttci objem vedeckej literatury a komplexita moderného vyskumného ekosystému
vytvaraju tlak na vznik systémov, ktoré dokazu efektivne podporovat vyhladavanie,
organizaciu a hodnotenie publikacii. Bibliometrické analyzy ukazuju, ze pocet vedec-
kych ¢lankov neustale rastie a tradi¢né manuélne pristupy k prehladavaniu literatuary
st Coraz menej udrzatelné [2|. Zaroven sa meni aj charakter vedeckej komunikacie,
ktora je coraz viac digitalna, distribuovana a zalozena na prepojenych informa¢nych
infrastruktarach [1].

V tejto suvislosti mozno formulovat niekolko hlavnych cielov, ktoré su typické pre

moderné systémy na spravu vedeckej literatiry:

e zefektivnit vyhladévanie a filtrovanie ¢lankov pomocou metdd spracovania textu

a strojového ucenia,

e obohatit metaudaje o ¢lankoch o automaticky extrahované informécie (klucové

slova, tematické oblasti, vztahy medzi dokumentmi),
e podporit personalizované odporucanie relevantnych publikacii,

e vytvorit priestor pre skupinovi pracu a zdielanie znalosti v ramci vyskumnych

timov.

Nasledujuce podkapitoly sa zameriavaju na dve kIic¢ové oblasti, ktoré zohravaju v
takychto systémoch centralne postavenie: vyuzitie strojového ucenia pri sprave vedec-

kych ¢lankov a podpora skupinovej spoluprace.
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1.2.1 Strojové ucenie a jeho aplikacia v sprave vedeckych ¢lan-

kov

Strojové ucenie a hlboké ucenie sa stali integralnou siucastou modernych informad-
nych systémov, ktoré pracuju s velkymi objemami déat. Janiesch, Zschech a Heinrich
poukazuji na to, Ze tieto metody zadsadnym sposobom menia sposob, akym systémy
spractvaju data a podporuju rozhodovanie [6]. V oblasti vedeckej literattry sa strojové

ucenie uplatiuje najma pri:
e reprezentécii textu v numerickej podobe (TF-IDF, embeddingy),
e automatickej extrakecii kIic¢ovych slov a fraz,
e klasifikicii a tematickom zaradovani ¢lankov,
e odporicani pribuznych publikicii na zaklade obsahovej a cita¢nej podobnosti.

Klasickym vychodiskom pre reprezentaciu textu je metéda TF-IDF, ktora vahovo
zvyraziuje terminy charakteristické pre konkrétny dokument a zaroven potlaca bezné
slova |7]. Na takto vytvorenych vektoroch je potom moZné pocitat mieru podobnosti
medzi ¢lankami, napriklad pomocou cosine similarity. Nuri a Senyiirek demonstruju,
ze samotné abstrakty ¢lankov stacia na to, aby bolo mozné pomocou TF-IDF tspesne
identifikovat tematicky pribuzné publikacie a radit ich podla podobnosti [8]. Podobné
pristupy st zaujimavé najméa ako Iahko implementovatelné a vypoctovo relativne ne-
narocné rieSenia pre mensie az stredne velké repozitare.

Na obsahové reprezentacie dokumentov nadvézuji aj odporicacie systémy. Li na-
priklad navrhuje odportcaci systém pre vedecké ¢lanky, ktory spaja TF-IDF repre-
zentaciu textu s konvoluénymi neurénovymi sietami a link prediction v cita¢nej sieti
[9]. Takyto hybridny pristup kombinuje informécie z textu s informéciami o cita¢nych
vztahoch a ukazuje, Ze strojové uc¢enie mozno vyuzit nielen na spracovanie obsahu, ale
aj na modelovanie vztahov medzi publikiciami.

Dalsou liniou vyskumu s systémy, ktoré spajaju klasické textové reprezentacie s
modernymi embedovacimi modelmi. Rahman a kol. porovnavaju rézne sposoby repre-
zentéacie textu (TF-IDF, Count Vectorizer, Sentence-BERT, USE, Mirror-BERT) pri
klasifikacii vedeckych ¢lankov z arXiv-u a ukazuju, ze TF—IDF v kombinécii s logistickou
regresiou moze byt aj napriek nastupu hlbokych modelov velmi konkurencieschopné
[10]. Nad takto klasifikovanymi dokumentmi potom buduji odporacaci modul zalozeny
na cosine similarity, ktory podporuje vyhladévanie tematicky pribuznych ¢lankov.

Strojové ucenie zohrava dolezitu tlohu aj pri extrakeii klicovych slov a fraz. Sarkar
a kol. formuluju tito ulohu ako klasifika¢ny problém rieSeny neurénovou sietou, ktora
rozlisuje medzi kandidatnymi frazami a skuto¢nymi klai¢ovymi slovami [7]. V literattre

sa popri tom objavuji aj pristupy zalozené na hlbokych jazykovych modeloch, ako je
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BERT [11], ktoré umoznuju vytvarat kontextové reprezentacie slov a viet a aplikovat
ich na ulohy, ako su extrakcia klIi¢ovych fraz, sumarizacia ¢i klasifikacia. Projekty typu
Semantic Scholar nasledne kombinuji tieto metédy s grafovym modelovanim literatary
[5], ¢im vznikaja bohaté ,literatturne grafy pre pokrocilé vyhladavanie a odporacanie.

Celkovo mozno konstatovat, Ze strojové ucenie vytvéara teoretické aj praktické vy-
chodiska pre systémy, ktoré dokdzu spracovat velké mnozstva vedeckych textov, au-
tomaticky z nich ziskavat Strukturované informécie a prostrednictvom odporicacich

mechanizmov podporovat pracu vyskumnikov.

1.2.2 Skupinova spolupraca a zdielanie v systéme

Okrem individualneho vyhladavania a Studia literatiry zohrava v modernej vede klIa-
¢ovu tdlohu aj skupinova spolupréica. Rast poc¢tu spoluautorskych publikicii a timovo
orientovanych projektov odraza SirSie trendy v globalizacii vedy a internacionalizacii
vyskumnych sieti [2|. Vedecké timy sa casto skladaju z ¢lenov posobiacich na réznych
pracoviskach a v réznych krajinich, ktori potrebuju zdielat nielen vysledky, ale aj
samotnu literaturu, z ktorej pri svojej praci vychadzaju.

Digitélne nastroje a platformy preto Coraz Castejsie integruji funkcionality podpo-

rujuce:
e zdielanie zoznamov ¢lankov v rameci vyskumnych skupin,
e spolo¢né anotovanie dokumentov (poznamky, komentére, zvyraznenia),
e kolektivne hodnotenie relevancie ¢lankov pre konkrétny projekt,
e koordinéciu ¢itania a rozdelenie literatiry medzi ¢lenov timu.

Borgman zdoéraznuje, ze infrastruktura digitdlneho badania by mala podporovat
cely cyklus vedeckej prace, od zbierania dat a literatiry aZ po ich zdielanie a opatovné
vyuzitie [1]. Skupinova spolupraca v tejto infrastruktire neznamena iba spolo¢né pisa-
nie ¢lankov, ale aj kolektivne budovanie znalostnej zakladne, ktora stoji za jednotlivymi
vystupmi.

Vyznam skupinovej spolupréace sa odréza aj v navrhu odporacacich mechanizmov.
Systémy mozu pri generovani odporucani zohladiiovat nielen individualne preferencie
pouzivatelov, ale aj agregované spravanie celych skupin. Interakcie, ako st hodnotenia
¢lankov, ukladanie do zoznamov ¢ frekvencia otvarania dokumentov, mézu sluzit ako
signaly o kolektivnom zaujme o urcité témy. V kombinéacii s obsahovymi metédami a
citaénymi grafmi tak vzniké priestor pre hybridné odporucacie pristupy, ktoré reflektuja
potreby timovo orientovaného vyskumu [3, 5].

Prinosom takto koncipovanych systémov je, Zze nepracuju len s individualnym pou-

Zivatelom, ale podporuju aj skupinovi dynamiku a zdielanie znalosti. Tym prispievaju
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k efektivnejsiemu vyuzivaniu vedeckej literatiry a k lepsiemu prepajaniu vyskumnikov

naprie¢ disciplinami a institiciami.

1.3 Technologické vychodiska

1.3.1 Strojové ucenie v praxi

Strojové ucenie a hlboké ucenie sa v poslednych rokoch stali kIui¢ovymi technoldgiami
pri spracovani velkych objemov dat v roznych doménach, od podnikovych informad-
nych systémov az po odporucacie platformy a analytické nastroje. Janiesch, Zschech a
Heinrich zdoraznuju, ze tieto metdédy umoznuji transformovat surové data na znalosti
a podporovat rozhodovanie na zaklade datovych analyz, ¢o zdsadnym spésobom meni
charakter modernych informac¢nych systémov [6].

V oblasti spravy vedeckej literatiry sa strojové ucenie vyuziva najmé pri:
e spracovani a reprezentacii textu vedeckych ¢lankov v numerickej podobe,
e automatickej extrakecii kIic¢ovych slov a fraz,

e Kklasifikicii a tematickom zaradovani publikécii,

e modelovani podobnosti medzi dokumentmi,

e odporacani pribuznych ¢lankov na zaklade obsahovych alebo citacnych vztahov
3, 5].

Tradi¢né pristupy k reprezentacii textu vychédzaju z jednoduchych Statistickych
modelov, ako je Bag of Words, ktoré pocitaji vyskyty slov v dokumentoch a ignoruja
ich poradie ¢i kontext. Na tieto reprezentacie nadvizuji vahovacie schémy typu TF-
IDF a klasické algoritmy strojového ucenia (napriklad logisticka regresia alebo SVM).
Aj napriek nastupu hlbokych jazykovych modelov ostavaju tieto metody v praxi velmi
rozsirené vdaka svojej jednoduchosti, interpretovatelnosti a vypoétovej nenaroc¢nosti
[10].

Paralelne s tym sa rozvijaju aj pristupy zalozené na hlbokom uceni a kontexto-
vych embeddingoch, ktoré dokazu zachytit jemnejsie vyznamové vztahy medzi slovami
a vetami. Modely typu BERT [11] a ich nadstavby (napriklad Sentence-BERT) sa vy-
uzivaju pri ulohéach, ako su klasifikdcia textu, vyhladavanie podobnych dokumentov,
extrakcia kltucovych fréz ¢i sumarizacia. V prostredi vedeckej literattury su tieto pri-
stupy ¢asto kombinované s cita¢nymi a grafovymi modelmi, ¢im vznikaji komplexné

systémy na analyzu a odportcanie publikécii [9].
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1.3.2 Reprezentacia textu pomocou TF-IDF

Jednym z najpouzivanejsich pristupov k reprezentéacii textu je metoda Term Frequency—
Inverse Document Frequency (TF-IDF). Jej cielom je priradit jednotlivym terminom
(slovam alebo frazam) také vahy, ktoré odrazaju ich délezitost v ramci konkrétneho
dokumentu aj celého korpusu. Zakladnou myslienkou je, Ze terminy, ktoré sa v doku-
mente vyskytuju ¢asto, ale st zaroven relativne zriedkavé v celom korpuse, by mali mat
vy$8iu vahu nez velmi bezné slova.

Formélne sa TF-IDF véaha pre termin ¢ v dokumente d ¢asto definuje ako:
tfdf (¢, d) = tf(¢, d) - idf(¢), (1.1)
kde tf(t, d) oznacuje frekvenciu terminu ¢ v dokumente d a
idf(t) = log ;\Z, (1.2)

pricom N je celkovy pocet dokumentov v korpuse a n; je po¢et dokumentov, v ktorych
sa termin ¢ vyskytuje. Vysledkom je vektorova reprezentacia dokumentu, v ktorej kazda
zlozka zodpoveda jednému terminu zo slovnika a jej hodnota vyjadruje vdhu daného
terminu v dokumente.

Takto ziskané TF-IDF vektory sa vyuzivaju v roznych tlohéch:

pri klasifikacii dokumentov pomocou tradi¢nych algoritmov strojového ucenia,

pri vyhladévani relevantnych dokumentov na zaklade dotazu,

pri vypocte podobnosti medzi dokumentmi,

ako vstupné znaky pre algoritmy extrakcie kl'ic¢ovych slov [7].

Na porovnavanie podobnosti dvoch dokumentov reprezentovanych vektormi TF-—
IDF sa ¢asto pouziva cosine similarity. Ide o mieru podobnosti zalozent na kosine uhla

medzi dvoma vektormi v n-rozmernom priestore:

. . a-b
cosine_sim(a,b) = Tal - ol (1.3)

kde a a b st vektory reprezentujice dva dokumenty. Hodnota blizka 1 znamena vysoku
podobnost, zatial ¢o hodnota blizka 0 signalizuje, Ze dokumenty su si obsahovo vzdia-
lené. Tato kombinacia TF-IDF a cosine similarity sa bezne vyuziva pri odportcani
podobnych ¢lankov alebo pri radeni vysledkov vyhladavania podla relevancie [3].
Nuri a Senyiirek demonstruji, ze samotné abstrakty vedeckych ¢lankov postacuju
na to, aby bolo mozné pomocou TF-IDF a podobnostnych mier identifikovat pribuzné
publikicie a radit ich podla podobnosti k referenénému ¢lanku [8]. Rahman a kol.

ukazuju, ze TF-IDF v kombinécii s logistickou regresiou moéze byt aj v porovnani s
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modernejsimi embeddingovymi metédami konkurencieschopnym rieSenim pri klasifi-
kacii vedeckych ¢lankov, pricom nad ziskanymi reprezentaciami buduji aj odporucaci
modul [10].

V prostredi spravy vedeckej literatiry tak TF-IDF predstavuje doélezity referencny
bod a ¢asto sluzi ako zédkladny model, vo¢i ktorému sa porovnavaju pokrocilejsie pri-

stupy.

1.3.3 Kontextové embeddingy a model SBERT

Hoci TF-IDF a pribuzné statistické metody st jednoduché a Gc¢inné, neberit do tvahy
poradie slov ani ich kontextové vztahy. Moderné pristupy k spracovaniu prirodzeného
jazyka preto vyuzivaju kontextové embeddingy, ktoré kazdému slovu alebo vete prira-
dzuju vektorovi reprezentaciu zavisla od jeho kontextu v texte. KIi¢ovi tlohu v tomto
smere zohrali modely zaloZzené na Transformer architektire, najméd BERT (Bidirecti-
onal Encoder Representations from Transformers) [11].

BERT je predtrénovany na velkych textovych korpusoch pomocou samouciacich
tloh a nésledne je mozné ho jemne doladit (fine-tuning) pre konkrétne tlohy, ako
su klasifikicia viet, rozpoznavanie pomenovanych entit alebo odpovedanie na otazky.
étandardny BERT je vsak primarne navrhnuty pre tlohy, kde sa hodnoti cela veta alebo
sekvencia, nie pre efektivne vyhladavanie podobnych viet ¢i dokumentov na zaklade
vektorovej vzdialenosti.

Modely typu Sentence-BERT (SBERT) tuto medzeru riesia tak, ze na zaklade
BERT architektiry konstruuju siet, ktora priamo produkuje vektorové reprezentacie
viet vhodné na porovnévanie pomocou cosine similarity. Formalne mozno takyto model

chapat ako funkciu

fo: S — R, (1.4)

kde S je mnozina viet alebo dokumentov a fy(s) je d-rozmerny embedding vety s na-
uceny tak, aby vety s podobnym vyznamom mali vektorovo blizke reprezentacie. Po-
dobnost dvoch viet alebo dokumentov sa potom opét pocita pomocou cosine similarity

medzi ich embeddingmi:
sim(sy, $2) = cosine sim( fy(s1), fo(s2)). (1.5)

Takéto embeddingy sa daju vyuzit pri vyhladavani podobnych ¢lankov, klasifikacii
dokumentov alebo zoskupovani tematicky pribuznych textov. Rahman a kol. porovnéa-
vaju pri klasifikacii a odportacani vedeckych ¢lankov viacero typov reprezentacii textu
vratane TF-IDF, Sentence-BERT, Universal Sentence Encoder a Mirror-BERT a uka-
zuju, ze aj ked TF-IDF ostava silnou bazovou metddou, kontextové embeddingy po-

skytuju dalsie moznosti najmé pri jemnejSom rozliSovani vyznamovych rozdielov [10].
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V inych pracach sa embeddingy kombinuju s grafovymi modelmi citacnych sieti a me-
todami link prediction, ¢im vznikaja hybridné odporicacie systémy pre vedecké ¢lanky
[5, 9].

Kontextové embeddingy tak predstavuju doélezity smer vyvoja v oblasti spravy ve-
deckej literatury, ktory doplia a rozsiruje moznosti tradi¢nych Statistickych reprezen-

tacii.

1.3.4 Vyzvy implementacie v redlnom prostredi

Pri praktickej implementéacii systémov na spravu a odporucanie vedeckych ¢lankov je
potrebné zohladnit viaceré technické a datové vyzvy. Jednou z klucovych je kvalita
vstupnych dokumentov, ktoré su vo vicsine pripadov dostupné vo forméate PDF. Nie
vSetky PDF su vytvorené ako ,Cisty* text; v mnohych pripadoch ide o naskenované
dokumenty, hybridné stbory alebo ¢lanky s komplexnym rozloZenim (viacstlpcové for-
méatovanie, mnozstvo tabuliek a obrazkov). To moZe stazovat proces extrakcie textu a

viest k chybam, ako si:
e nezachytenie Casti textu,
e pomiesané poradie viet alebo odstavcov,
e zlucenie viacerych stipcov do jednej textovej linie,
e chybajice alebo skreslené znaky v dosledku OCR.

Tieto problémy maju priamy dopad na kvalitu textovych reprezentacii (¢i uz ide
o TF-IDF, alebo embeddingy) a nasledne aj na kvalitu vyhladévania a odporucania
dokumentov.

Dalsou délezitou vyzvou st netiplné alebo nekonzistentné metatdaje. Analyzy aka-
demickych vyhladavacov ukazujua, Ze zaznamy o ¢lankoch ¢asto obsahuju chybajucich
autorov, skratené nazvy, nejednoznacné roky vydania, chybajuce klucové slova alebo
viaceré duplicity toho istého ¢lanku [3, 4]. Podobné problémy sa vyskytuju aj pri vel-
kych vedeckych repozitaroch a citacnych databazach, kde sa data agreguji z roznych
zdrojov a v roznej kvalite [5]. Netuplné metatdaje komplikuja nielen vyhladavanie, ale
aj korektné prepojenie ¢lankov, tvorbu cita¢nych grafov a hodnotenie vplyvu jednotli-
vych publikacii.

7 pohladu navrhu informac¢nych systémov pre vedecku literattru preto vznika po-

treba:
e robustnych néstrojov na extrakciu textu a metaudajov z PDF roznej kvality,

e mechanizmov na detekciu a konsolidaciu duplicitnych zaznamov,
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e procesov na validaciu a doplhanie metaidajov (¢i uz automatizovane, alebo s

podporou pouzivatelov),

e a metod, ktoré dokdzu pracovat aj s neuplnymi alebo CiastoCne nekvalitnymi

datami.

Ako upozoriiuje Borgman, kvalita a integrita datovej infrastruktury je klucova pre
spolahlivi vedeckd komunikaciu v digitalnom prostredi [1]. V praxi to znamena, ze
technické rieSenia musia pocitat nielen s idealnymi, ale aj s problematickymi vstupmi
a poskytovat mechanizmy na ich oSetrenie. Tieto vyzvy formuja technologické vycho-
diské pre systémy spracuvajuce vedecku literatiru a zaroven otvaraju priestor pre dalsi
vyskum v oblasti robustnych metéd spracovania textu, spravy metaidajov a odporu-

cacich algoritmov.

1.4 Stucasny stav vyskumu a suvisiace prace

1.4.1 Vyznam a metoédy extrakcie klI'i¢ovych slov

Klacové slova zohravaju v oblasti spravy a vyhladavania vedeckej literatury zasadnu
tlohu. Predstavuju kompaktny slovny opis hlavného tematického zamerania ¢lanku a
sluzia ako most medzi plnotextovym obsahom dokumentu a pouZivatelskymi dopytmi v
informac¢nych systémoch. Spravne zvolené kIicové slova ulah¢uju indexéciu a zlepsuju
presnost vyhladavania. Zaroven umoznuju efektivnejSie prepéajanie pribuznych publi-
kécii v ramci databaz a citacnych sieti [3].

Vzhladom na rast poétu ¢lankov a roéznorodost publika¢nych platforiem je manu-
alne pridelovanie kltucovych slov ¢asto nedostatocné, nejednotné alebo tuplne chyba.
To vedie k nekvalitnym metatdajom a znizuje u¢innost vyhladavania a odporucania
literatury [5]. Preto sa v poslednych desatroc¢iach intenzivne rozvijaju metody automa-
tickej extrakcie kluc¢ovych slov (keyphrase extraction), ktoré maju za ciel identifikovat
najdolezitejsie pojmy v texte bez priameho zasahu ¢loveka.

Met6dy automatickej extrakcie kIacovych slov sa daji ramcovo rozdelit do niekol-

kych kategorii:

o Statistické a heuristické pristupy, ktoré vyuzivaju frekvenciu slov, ich rozlozenie
v texte, dizku fraz a jednoduché jazykové pravidla (napriklad TF-IDF, RAKE ¢

algoritmy zalozené na grafoch typu TextRank),

e dozorované metddy, v ktorych sa model strojového ucenia uc¢i rozliSovat medzi

kli¢ovymi a neklicovymi frazami na zéklade anotovanych déat,

e neuronové a hlboké modely, ktoré pri extrakecii kli¢ovych slov vyuzivaja kontex-

tové reprezentécie textu a sekvencéné modely.
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Sarkar a kol. formuluju extrakciu klicovych fraz ako klasifika¢ny problém rieseny
pomocou neurénovych sieti [7]. Kandidatne frazy si najprv odvodené z textu na za-
klade syntaktickych a Statistickych kritérii a nasledne st hodnotené modelom, ktory
sa uci rozlisovat medzi relevantnymi a nerelevantnymi kli¢ovymi frazami. Tento typ
pristupu ukazuje, ze kombinacia tradi¢nych Statistickych znakov (napriklad frekvencia,
pozicia v texte ¢ dizka frazy) s modelmi strojového u¢enia moze vyrazne zlepsit kvalitu
automaticky generovanych kltacovych slov oproti ¢isto heuristickym metodam.

Vyskum zaroven poukazuje na to, ze kvalita kltacovych slov a metatdajov ma
priamy vplyv na viditelnost ¢lankov v akademickych vyhladavacoch a na ich citacny
potencial [3|. Projekt Semantic Scholar demonstruje, ze automatizované spracovanie
textu a metaudajov, vratane extrakcie klIucovych pojmov a vztahov, je kltacové pre
vytvaranie tzv. literatirnych grafov, ktoré spajaju clanky na zéklade ich obsahovej a
citatnej pribuznosti [5]. V takychto grafoch zohravaju extrahované klacové pojmy do-
lezitt rolu pri identifikacii tém, komunitnych struktir a vyznamnych publikacii v ramci
odboru.

Automatické extrakcia klucovych slov sa tak stala jednou z tdstrednych tuloh v
oblasti spravy vedeckej literatury. Vystupy tychto metod sluzia ako vstup pre dalsie
procesy, ako su tvorba indexov pre vyhladavanie podla tém, rozsirenie metatdajov

clankov a vypocet obsahovej podobnosti medzi dokumentmi.

1.4.2 Hlboké ucenie a jeho aplikacie v NLP

Rozvoj hlbokého ucenia zasadne ovplyvnil oblast spracovania prirodzeného jazyka
(NLP). Tradi¢né pristupy sa spoliehali na ru¢ne navrhované znaky a Statistické modely
nad jednoduchymi reprezentaciami typu Bag of Words alebo TF-IDF. Moderné me-
tody naopak vyuzivaju neurénové siete na automatické ucenie reprezentécii slov, viet
a dokumentov z velkych textovych korpusov [6]. Takto ziskané reprezentacie, zname
ako embeddingy, zachytavaju kontext a sémantické vztahy medzi slovami, vdaka ¢omu
umoznuju presnejsie modelovanie vyznamu textu.

K zésadnému posunu v NLP prispel nastup Transformer architektir a modelov
ako BERT (Bidirectional Encoder Representations from Transformers). Devlin a kol.
ukazuju, ze predtrénovany model BERT dokaze vdaka obojsmernému spracovaniu kon-
textu dosiahnut $pickovy vykon v Sirokej Skéle tloh, vratane klasifikacie viet, odpove-
dania na otazky ¢i rozpoznavania pomenovanych entit [11]. Kli¢ovou myslienkou je,
7e model je najprv natrénovany na velkom vSeobecnom korpuse prostrednictvom sa-
mouciacich tloh a néasledne je jemne doladeny (fine-tuning) na konkrétne ulohy.

Hlboké modely na baze Transformerov maji priamu relevanciu aj pre spracovanie

vedeckej literatury. Umoznuj:

e vytvarat kontextové vektorové reprezentacie abstraktov a plnych textov ¢lankov,
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e identifikovat tematické podobnosti medzi publikiciami aj pri odlisnej terminol6-
gii,
e podporovat extrakciu kli¢ovych pojmov a vztahov medzi nimi,

e zlepsovat kvalitu odporucani ¢lankov nad ramec jednoduchych Statistickych me-
tod.

V praktickych systémoch sa hlboké modely ¢asto kombinuji s grafovymi struk-
tarami zachytavajicimi citacné a autorovské vztahy. Prikladom je konstrukcia ,lite-
ratirneho grafu“, v ktorom st uzly reprezentované ¢lankami a hrany réznymi typmi
vztahov (citacie, spolo¢ni autori, tematickd podobnost). Ammar a kol. opisuju, ako sa
v takomto grafe kombinuju informéacie z textu, metaudajov a citaénych vztahov na
podporu vyhladavania a odporicania v systéme Semantic Scholar [5]. Podobné pri-
stupy su vyuzivané aj v hybridnych odporucacich systémoch, ktoré spajaju obsahovi
analyzu textu s modelovanim $truktury citacnej siete [9].

V literatire sa objavuju aj prace, ktoré porovnavaju klasické Statistické reprezen-
tacie textu (napriklad TF-IDF) s modernymi embeddingovymi modelmi pri tlohéch
klasifikdcie a odportucania vedeckych ¢lankov. Rahman a kol. ukazuja, ze TF-IDF v
kombinacii s jednoduchymi modelmi strojového ucenia moze byt aj nadalej konku-
rencieschopnym rieSenim, zatial ¢o kontextové embeddingy poskytuji potenciil na
zlepSenie vykonu v komplexnejsich scenaroch [10].

Celkovy trend v oblasti NLP a spravy vedeckej literatiry smeruje k integracii hlbo-
kych jazykovych modelov do existujicich informaé¢nych systémov. Tie poskytuji bohat-
Sie reprezentacie textu, ktoré je mozné vyuzit pri vyhladévani, odporucani, sumarizécii

a dalsich pokrocilych analytickych funkciach. ::contentReference|oaicite:0]index=0
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Kapitola 4

Vyskumné cCast a testovanie

4.1 Testovanie implementacie

4.1.1 Testovacie prostredie a datova sada

Testovanie implementécie odporucacieho systému prebiehalo v kontrolovanom pro-
stredi, ktoré zodpoveda typickej konfiguracii servera pre mensie webové aplikacie. Bac-
kendovéa cast systému bola nasadend ako Django aplikdcia vyuzivajuca databézovy
server PostgreSQL, frontend bol implementovany v technologii React ako jednostran-
kova aplikacia (SPA). Vsetky testy boli realizované na rovnakej verzii kodu, aby sa
eliminoval vplyv zmien v implementacii pocas merani.

Na tucely testovania bola pripravena databaza obsahujuca niekolko desiatok vedec-

kych ¢lankov z roznych oblasti. Pri kazdom ¢lanku boli vyplnené metatudaje:

nazov (title),

abstrakt alebo hlavny text (content),

kl'acové slova (keywords),

tematické kategorie (categories),
e autori (authors).

Tieto polia sa pouzivaji pri budovani textového korpusu pre vypocet TF-IDF repre-
zentacii. Funkcia build_corpus vytvara pre kazdy ¢lanok text spojenim nézvu, obsahu,
kIa¢ovych slov, kategorii a autorov, ktory néasledne vstupuje do vektorizacného procesu.

Samotné TF-IDF vektory sa poé¢itaji pomocou kniZznice scikit-learn s pouzitim
triedy TfidfVectorizer. Funkcia fit_tfidf zodpoveda za natrénovanie vektorizac-
ného modelu na celom korpuse ¢lankov a vrati maticu reprezentacii, ktora je dalej

spracované v indexovacom module. Pre kazdy ¢lanok je nésledne vygenerovany husty
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vektor a ulozeny do databazy ako ¢iselny zoznam, ktory je mozné neskor pouzit pri

vypocte podobnosti.

4.1.2 TF-IDF index a priprava vektorovych reprezentacii

Zakladom vyskumnej casti je hotovy model zalozeny na TF-IDF reprezentacii ¢lan-
kov. Vsetky dostupné ¢lanky v databaze sa periodicky spracuji davkovym spdsobom:
najprv sa pre kazdy ¢lanok vytvori textova reprezentécia spojenim nézvu, obsahu, kl't-
¢ovych slov, kategorii a autorov, nasledne sa tieto texty vektoruji pomocou TF-IDF a
vzniknuté vektory sa ulozia ako samostatna vrstva dat.

Vysledkom je:
e jednotny slovnik terminov vytvoreny na zaklade celého korpusu,
e matica TF-IDF vektorov, kde kazdy riadok zodpovedé jednému ¢lanku,

e tabulka s uloZenymi vektorovymi reprezentaciami (napriklad vo forme pola real-

nych ¢isel).

Takto pripravené vektory tvoria podklad pre dalsi vyskum. KedZe su uloZzené v
databaze a oddelené od aplikacnej logiky, je mozné ich exportovat a analyzovat mimo

samotnej webovej aplikacie. Typickym postupom bude:

1. export TF-IDF vektorov a suvisiacich metatudajov (ID ¢lanku, nazov, klucové
slova) do formatu CSV alebo JSON,

2. nacitanie tychto dat v samostatnom skripte alebo v prostredi Jupyter Notebook,

3. vykonanie experimentov, pri ktorych sa porovnavaju rézne spdsoby vypoctu po-

dobnosti a rozne prahy ¢i stratégie radenia vysledkov.

V ramci vyskumnej ¢asti sa planuje pracovat s fixnou verziou TF-IDF indexu (na-
priklad ,tfidf-v1*), aby boli vysledky experimentov reprodukovatelné. Zmena para-
metrov vektorizatného modelu (maximélny pocet znakov, rozsah n-gramov, stopslova)

moze byt predmetom samostatnych doplnkovych experimentov.

4.1.3 Plan porovnania TF-IDF a modelu SBERT

Na to, aby bolo mozné posudit kvalitu TF-IDF reprezentacii v kontexte podobnosti
vedeckych ¢lankov, je potrebné vytvorit experimentalny ramec, v ktorom sa budu po-

rovnéavat rézne pristupy k reprezentécii textu. Plan pocita s dvoma hlavnymi krokmi:

1. Offline vyhodnotenie TF-IDF modelu mimo webovej aplikacie.
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2. Budice doplnenie modelu na baze SBERT a jeho porovnanie s TF—
IDF.

Pri offline vyhodnoteni TF-IDF sa pocita s tym, Ze sa nad exportovanymi vektormi

z databézy vytvori samostatny experimentalny skript, ktory bude:

e pracovat s mnozinou rucne zvolenych , kotviacich“ ¢lankov,

e pre kazdy takyto ¢lanok vypocitat rebricek najpodobnejsich ¢lankov na zéklade

cosine similarity,

e porovnat tieto rebricky s oc¢akévaniami (napriklad pomocou ruéného hodnotenia

alebo pripraveného zoznamu tematicky pribuznych ¢lankov).

Pre formalnejsie vyhodnotenie je mozné pre vybrani podmnozinu ¢lankov pripravit:

e binédrne oznacené pary ,podobny / nepodobny“, na ktorych sa bude sledovat, ¢i

ma podobny par vyssie podobnostné skore nez nepodobny,

e rebricky relevantnych ¢lankov, pre ktoré sa daju pocitat metriky typu Preci-
sion@k, Recall@k alebo nDCGQk.

V dal8ej faze sa planuje doplnit druhé reprezentéacia textu zaloZena na modeli typu
SBERT (Sentence-BERT). Tento model bude pre tie isté ¢lanky generovat husté embed-
dingy s mensim rozmerom, ktoré umoznia pocitat podobnost ¢lankov opét na zaklade

cosine similarity. Cely experiment potom bude pozostavat z porovnania:

e TF-IDF podobnosti,

e SBERT podobnosti,

a to na tych istych datach a tych istych hodnotiacich sadach. Vysledkom bude porov-
nanie dvoch pristupov, ktoré sa da prezentovat v podobe tabuliek a grafov (napriklad
hodnoty Precision@10 pre oba modely alebo porovnanie priemernej pozicie oc¢akavane

relevantnych ¢lankov v rebricku).

4.1.4 Testovanie modulov odportcania a podobnych ¢lankov

Popri offline porovnavani reprezentacii textu je dolezité overit aj spravanie jednotlivych

modulov v rdmci celého systému. V praxi ide predovSetkym o dve kategorie funkcionalit:

e modul odporucania ¢lankov na zaklade pouzivatel'ského profilu (,,recommender”),

e modul zobrazovania podobnych ¢lankov k zvolenému ¢lanku (,,similar articles”).
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Modul podobnych ¢lankov vyuziva vektorové reprezentacie ¢lankov a pre zadany
¢lanok vypocita rebricek najpodobnejsich dokumentov na zéklade cosine similarity.

Testovanie tohto modulu sa moze sustredit na:

e kvalitativne vyhodnotenie top-k vysledkov pre niekol'ko vybranych ¢lankov (kon-

trola, ¢i si odporucané ¢lanky tematicky pribuzné),
e kontrolu, Ze referen¢ny ¢lanok sa nenachédza medzi odporicanymi,

e porovnanie rebrickov pre TF-IDF a SBERT reprezentaciu na rovnakych vstu-

poch.

Modul odporticania na zaklade pouZivatela pracuje s profilom, ktory je odvodeny z
interakcii pouzivatela s ¢lankami (napriklad hodnotenia, oznac¢enie ako oblibené, pri-
danie do zoznamu). Tento profil je mozné reprezentovat napriklad ako priemer vektorov

¢lankov, s ktorymi pouzivatel pracoval. Testovanie takéhoto modulu moze zahinat:

e vytvorenie niekolkych syntetickych pouzivatelskych profilov so zameranim na

konkrétne témy;,

e vyhodnotenie odporucanych ¢lankov pre kazdy profil (¢i su v sulade s o¢akéavanou

témou),

e porovnanie odporiucani generovanych na baze TF-IDF a na baze SBERT.

Popri kvalitativnej analyze je mozné definovat aj jednoduché kvantitativne metriky,

napriklad:
e podiel odporicanych ¢lankov, ktoré patria do ocakavanej kategorie,

e priemerna pozicia manualne oznacenych relevantnych ¢lankov v odportac¢anom

rebricku,
e miera prekryvania odporicani medzi TF-IDF a SBERT variantom.

Takto navrhnuté testovacie scenare vytvaraju ramec pre dalsie podkapitoly, v kto-
rych je mozné podrobnejsie analyzovat vysledky, porovnavat spravanie réznych modelov
a diskutovat ich vyhody a obmedzenia.

4.1.5 Porovnanie metéd strojového ucenia

4.1.6 Vyhodnotenie vysledkov



Kapitola 5

Diskusia a zhodnotenie vysledkov

5.1 Vyhody a nevyhody implementovanych funkcii

5.1.1 Obmedzenia a vyzvy pri implementacii

5.1.2 Moznosti vylepSenia a rozsirenia

25



26

KAPITOLA 5. DISKUSIA A ZHODNOTENIE VYSLEDKOV



Kapitola 6

Zhrnutie hlavnych prinosov prace

27



28

KAPITOLA 6. ZHRNUTIE HLAVNYCH PRINOSOV PRACE



Zaver

29



30

Zaver



Literatara

1]

2l

13l

4]

5]

(6]

17l

Christine L. Borgman. Scholarship in the Digital Age: Information, Infrastructure,
and the Internet. MIT Press, Cambridge, MA, 2007.

Lutz Bornmann and Riidiger Mutz. Growth rates of modern science: A bibliomet-
ric analysis based on the number of publications and cited references. Journal of
the Association for Information Science and Technology, 66(11):2215-2222, 2015.
Navstivené: 2025-11-26.

Joran Beel, Bela Gipp, and Erik Wilde. Academic search engine optimization
(aseo): Optimizing scholarly literature for google scholar & co. Journal of Scholarly
Publishing, 41(2):176-190, 2010. Navstivené: 2025-11-26.

Joran Beel and Bela Gipp. Google scholar’s ranking algorithm: An introductory
overview. In Proceedings of the 12th International Conference on Scientometrics
and Informetrics (ISSI°09), pages 230-241, Rio de Janeiro, Brazil, 2009. Interna-

tional Society for Scientometrics and Informetrics. Navstivené: 2025-11-26.

Waleed Ammar, Dirk Groeneveld, Chandra Bhagavatula, 1z Beltagy, Miles Cra-
wford, Doug Downey, Jason Dunkelberger, Ahmed Elgohary, Sergey Feldman,
Vu Ha, Rodney Kinney, Sebastian Kohlmeier, Kyle Lo, Tyler Murray, Hsu-Han
Ooi, Matthew Peters, Joanna Power, Sam Skjonsberg, Lucy Lu Wang, Chris Wil-
helm, Zheng Yuan, Madeleine van Zuylen, and Oren Etzioni. Construction of the
literature graph in semantic scholar. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, Volume 3 (Industry Papers), pages 84-91, New
Orleans, Louisiana, 2018. Association for Computational Linguistics. Navstivené:
2025-11-26.

Christian Janiesch, Patrick Zschech, and Kai Heinrich. Machine learning and deep
learning. FElectronic Markets, 31(3):685-695, 2021. Navstivené: 2025-05-13.

Kamal Sarkar, Mita Nasipuri, and Suranjan Ghose. A new approach to keyph-
rase extraction using neural networks. [JCSI International Journal of Computer
Science Issues, 7(2, No 3):16-23, 2010. Navstivené: 2025-05-13.

31



32

8]

19]

[10]

[11]

LITERATURA

Yusra Nuri and Edip Senyiirek. Research abstracts similarity implementation by
using tf-idf algorithm. IOSR Journal of Computer Engineering, 27(1, Ser. 4):4-10,
2025. Navstivené: 2025-12-09.

Weijuan Li. Scientific paper recommender system using deep learning and link
prediction in citation network. Heliyon, 10(14):e34685, 2024. Navstivené: 2025-
12-09.

Shadikur Rahman, Hasibul Karim Shanto, Umme Ayman Koana, and Syed Mu-
hammad Danish. Automated research article classification and recommendation
using nlp and ml. arXww preprint arXiv:2510.05495, 2025. Navstivené: 2025-12-09.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-
training of deep bidirectional transformers for language understanding. arXiv
preprint arXiw:1810.04805, 2019. Navstivené: 2025-05-13.



Priloha A:

33



	Zoznam použitých skratiek
	Úvod
	Východiská práce
	Úvod do problematiky
	Význam vedeckej literatúry a jej správy
	Existujúce systémy a ich obmedzenia

	Strojové učenie a skupinová spolupráca pri správe vedeckých článkov
	Strojové učenie a jeho aplikácia v správe vedeckých článkov
	Skupinová spolupráca a zdieľanie v systéme

	Technologické východiská
	Strojové učenie v praxi
	Reprezentácia textu pomocou TF–IDF
	Kontextové embeddingy a model SBERT
	Výzvy implementácie v reálnom prostredí

	Súčasný stav výskumu a súvisiace práce
	Význam a metódy extrakcie kľúčových slov
	Hlboké učenie a jeho aplikácie v NLP


	Návrh systému
	Architektúra systému
	Funkčné požiadavky
	Návrh rozhrania


	Implementácia systému
	Implementácia backendu
	Implementácia frontendovej časti
	Integrácia strojového učenia


	Výskumná časť a testovanie
	Testovanie implementácie
	Testovacie prostredie a dátová sada
	TF–IDF index a príprava vektorových reprezentácií
	Plán porovnania TF–IDF a modelu SBERT
	Testovanie modulov odporúčania a podobných článkov
	Porovnanie metód strojového učenia
	Vyhodnotenie výsledkov


	Diskusia a zhodnotenie výsledkov
	Výhody a nevýhody implementovaných funkcií
	Obmedzenia a výzvy pri implementácii
	Možnosti vylepšenia a rozšírenia


	Zhrnutie hlavných prínosov práce
	Záver
	Príloha A

